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richard J. Anthony ¥ High Frequency Surface Heat Flux

e-mail: richard.anthony@wpafb.af.mil I m a g i n g Of va ass Tra ns iti 0 n

Terry V. Jones

Department of Engineering Science, A high-frequency surface heat flux imaging technique was used to investigate bypass
University of Oxford, transition induced by freestream turbulence. Fundamental experiments were carried out
Oxford, UK at the University of Oxford using high-density thin film arrays on a flat plate wind tunnel
e-mail: terry.jones@eng.ox.ac.uk model. Bypass transition was induced by grid-generated turbulence with varying inten-
sities of 2.3%, 4.2%, and 17% with a fixed integral length scale of approximately 12 mm.
John E. LaGraff Unique high resolution temporal heat flux images are shown which detail significant
Department of Mechanical, Aerospace, and differences between unsteady surface heat flux events induced by freestream turbulence
Manufacturing Engineering, and the classical Emmons-type spots which many turbomachinery transition models are
Syracuse University, based on. The temporal imaging technique presented allows study of unsteady surface
Syracuse NY 13201 heat transfer in detail, and helps elucidate the complex nature of transition in the high-
e-mail: jlagraff@syr.edu disturbance environment of turbomachinef2OI: 10.1115/1.1860379
1 Introduction ties and their subsequent breakdown into turbuldBed. In this

Gas turbine engineers must design turbine blades capablep{)Tgess’ prll;nary Ilz(a.mlnaqu|nstab|I|tyfappeac;§ ataprltlt:lal IolclzaI.Rey-
operating in freestream temperatures well above the maxim S number taking the form of two-dimensional Tollmien-—
allowable temperature of the lade material. In this situatio ,chl!chtlng(T—S) waves. TheT—Swaves grow slowly, but expo-
knowledge of the unsteady surface heat flux characteristics of fightially, as they propagate downstream. They soon develop
boundary layer can be criticil]. Note some axial flow turbines SPanwise distortions, become nonllnear,_ and rapidly breakdown
can have approximately 700 individual blades, each one develdpt© turbulent spots. The turbulent spots, in turn, cause a substan-
ing its own boundary layer that undergoes laminar-turbulent trafi@l rise in local surface shear stress and increase the local surface
sition. In some cases, up to 50% of a blade chord length may peat transfer rate. The .turbulent spots spread and convect along
transitional[2]. the surface coalescing into a fully turbule_n_t boundary laipee
Many predictive heat transfer codes attempt to model bounddrig- 2). For many years, this path to transition has been the most
layer transition based on the generation, propagation, and coal@sognized and studied, aided in part by its early explanation by
cence of turbulent “spots” in a laminar boundary layer. Most exinear stability theory3]. In reality, this type of transition is usu-
perimental studies of turbulent spot characteristics in the past hally limited to relatively low disturbance environments, where sur-
been performed in relatively low disturbance environments usirigce and freestream perturbations have a minimal influence.
artificially triggered spots. In more practical engineering flows, In most practical engineering flows, however, small distur-
however, boundary layer transition is often affected by many flolkances often cause the boundary layer to bypass the relatively
disturbances. This is especially true for flow through turbineslow development off—S waves and cause transition to occur
Figure 1 is a sketch of some of the disturbances affecting tBeoner at a significantly lower Reynolds numbers. The term “by-
boundary layer over a turbine blade. These include freestregmss transition” was originally coined by Morko\fi] to describe
turbulence, wakes from upstream blade rows, and variable présws that bypassed the ‘regular’ transition modes then explained
sure gradients, all of which alter transition and heat flux to they linear stability theory.
blade. Understanding how each affect the blade boundary layer i€xperimental research in the field of turbomachinery aerody-
very important for those trying to model heat transfer in turbinesamics has searched for empirical correlations to help predict
Before such complex effects can be modeled, though, greater fransitional surface heat flux under freestream turbulence. Experi-
sight into the physics of turbulence-induced transitional heatents by Abu-Ghannam and Sha}, Narasimhd7], Mayle[2],
transfer is needed. and Frasef8] attempt to correlate turbulent spot onset location,
Transitional heat transfer predictions based on simple sp@td spot generation rate, with the freestream turbulence intensity
models often assume classical Emmons spots form at a cert@in The earliest attempt to correlate spot generation rate with
streamwise location based on a critical Reynolds number and thegestream turbulence was made by Emmons and Briy@pix-
spread downstream with a self-similar triangular shape. This bgeriments show increasing freestream turbulence intensity moves
havior can be witnessed in a low disturbance environment whetfg transition onset location further upstream, thus increasing the
turbulent spots are allowed to grow into a mature, fully-developesierall heat transfer to the surface.
patch of turbulence along the surface. Transition in most real en-ijttichaikarn, Ireland, Zhong, and Hodsd0] obtained sur-
gineering flows, however, particularly in gas turbine engines, oface heat flux images of turbulent spots generated by a bar wake

curs differently. using liquid crystals in a water channel experiment. Their images
show irregular shaped spots with a streaky surface heat flux foot-
2 Background print. Flow visualization experiments by Matsubara, Alfredsson,

Efforts in boundary layer transition research have traditional

focused on the growth of natural laminar boundary layer instabiftPS Unsteady streaky structures within the boundary layer with

igh and low streamwise velocity. They state the longitudinal
streaky structures create large amplitude, low frequency fluctua-
Contributed by the International Gas Turbine Institt@TI) of THE AMERI-  tions inside the boundary layer.
CAN SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME Direct numerical simulations by Jacobs and Durfig] show
JOURNAL OF TURBOMACHINERY. Paper presented at the International Gas Tuy; ; e B
bine and Aeroengine Congress and Exhibition, Vienna, Austria, June 13-17, 20[91W freqt_Jency pe_rturbatlons are ampllfled and elongated in the
Paper No. 2004-GT-54162. Manuscript received by IGTI, October 1, 2003: fingtl€@mwise direction by the shear. They argue these streaks are an

revision,March 1, 2004. IGTI Review Chair: A. J. Strazisar. implicit property of the boundary layer under moderate levels of

End Westin{ 11] show grid generated freestream turbulence devel-
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Fig. 1 2D disturbances affecting turbine blade boundary lay-
ers. (Sketch by Coupland [28].)

freestream turbulence, and that they are instantaneous manife '
tions of what has been termed the “Klebanoff modes” describt |

by Kendall[13].

In a review of analytical approaches, Schmid and Hennings:

[14] offer a re-examination of classical linear stability theory :
describing how transient algebraic growth mechanisms bype
the T—S route and develop vortices aligned in the streamwis

direction. :

The question remains, “Exactly how does elevated freestre:
turbulence affect the unsteady surface heat flux characteristics |
turbine boundary layers?” It is difficult to see or measure boun: :
ary layer transition, especially in the complex environment of
gas turbine engine. Capturing turbulent spot detail in a high spe
transitional boundary layer requires resolution of very small, ar :
very fast, surface heat flux events. The ability to visualize surfa
heat flux under a high-speed transitioning boundary layer is
great value to those wishing to understand, or model compl
transitional heat transfer. This experimental study attempts
characterize the structure of unsteady surface heat flux un
varying levels of freestream turbulence using a temporal heat fl
imaging technique.

3 Instrumentation
High frequency temporal heat flux images are acquired usi

---n_r;ﬁ}r%/

M. 3 Platinum gauge layout for flat plate model having 15

high density thin film gauge arrays developed at the University @ffferent thin film gauge arrays with 233 total thin film sensors.
Oxford particularly for this research. The arrays of flexible thifiinstrumented surface is 332 mm X 150 mm.)

film gauges are capable of high frequeri2@0 kH2, high spatial
resolution (0.2 mm spacing surface heat flux measurements. A

SPARK,23FT
.FROM L.E.

T MAX. ADVANCE

a=n3*
ge153 PLAN VIEW

)Y'H [ s
NG __L______ré’_{_b-ﬂ_«
) |

2 3

x,FEET
ELEVATION VIEW ON CL.
Fig. 2 How do turbulent spot characteristics in a high distur-

bance environment differ from the classical Emmon’s type
spot? (Sketch by Schubauer and Klebanoff  [29].)
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drawing of the thin flexible sheet of sensors used in the flat-plate
experiment is shown in Fig. 3. The sensor layout includes fifteen
different arrays with 233 total thin film heat flux sensors. The
films are made of platinum and have a temperature sensitive re-
sistance. Sensors within a single array are arranged in series and
supplied with a constant curreht The change in film resistance

is monitored by measuring the differential voltage drop across
each gauge. Surface temperature is given by

T=-U

aRVO, (l)
whereV, is the dc voltage across the film @, and ag is the
temperature coefficient of resistance for the thin film which is
determined by calibration.

Low noise differential amplifiers are used to obtain the tem-
perature signal from each sensor in the array. Custom built elec-
tronics include a pre-emphasis filter to boost the low sensitivity of
the thin film at high frequencies, followed by an adjustable anti-
alias filter for proper A/D conversion. An efficient digital filtering
technique is then used to convert the recorded surface temperature
into heat flux. Experiments are set-up for transient, one-

Transactions of the ASME
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Fig. 5 Completed perspex flat plate model with platinum sen-
sor surface and gold-plated pin-out connections

Fig. 4 The platinum arrays are sputtered onto a thin flexible

sheet that is laid over the model surface w N .
ral “images” of the surface heat flux events crossing the span of

the array. While other techniques offer greater spatial resolution
iquid crystals, pressure or temperature sensitive paitite thin

Ims are valuable in their sensitivity, accuracy, and speed. With
lectronics designed for a bandwidth up to 400 kHz, they can

anrﬁ;usmzﬂhatgré?:;l;]lgnal processing given in Anthony, Oldﬂellrhage unsteady boundary layer heat flux structures in a Mach 2
' ) frgestream.

The recorded surface temperature fluctuation is converted e 7 sh le of t itional surf heat fi
heat flux through equations governing the unsteady heat conduc: lgure [ shows an example of transitional surtace heat Tux

tion into a semi-infinite substrate. The time-varying heat transf%?g'ﬁ""ltl.s taléen frc;hm an atrray ?ftﬁens:)rts al_:_gnsdl in tthe sttreamW|se
rateq is given in frequency space by E(). irection down the center of the plate. Turbulent spots appear

causing an instantaneous rise in surface heat flux and then grow
q= (\/ka@)T (2) and convect downstream. Signals from an array of films can be

cpmbined into an image in the—t plane (Fig. 8 showing the

wherepck is the product of the density, specific heat, and therm g . -
conductivity of the substrate material. Techniques for the transfog pearance and growth of naturally-occurring turbulent spots. Fig

mation in Eq.(2) are described by Schultz and Jofies]. ure 9 is a temporal heat flux image in thet plane taken from a

Specialized Matlab code developed by OIdfi2000 approxi- wide, low resolution2 mm), array aligned in the spanwise direc-

mates the continuo@ frequency characteristic required by eqlon. Images in thez—t plane provide a 2D time history of the

(2) with a digital filter having multiple, alternate, real poles an. urface heat flux events crossing over the array. This example was
9 9 ple, ; ! P ’ aken without the turbulence generating bar grid installed and
zeros spaced evenly on a logarithmic frequency scale. In t

. S Sestream turbulence intensitr0.5%. This will be compared
Laplace domain, the transfer function is represented by and contrasted with transitional heat flux images taken under tur-

q(s) (s=2z)(5-2) - (S= 2y, @ bulence intensities above 1.0% later in the paper.
T _ o). (e : The images are simply a color-scaled plot of the individual heat

T.(S) (.S Pu(s .pZ) (S Pan) _transfer signals from an array of evenly spaced surface sensors.
These cascaded filters give a “staircase” frequency characterigtigch line of horizontal pixels in the image is formed by an indi-
that is a good approximation to th& response required. A vidual sensor’s heat flux time series. Thet images are typically
typical 12 zero, 12 pole filter designed for a 400 kHz samplinglotted as a nondimensional Nusselt numbeghx/k, where the
rate has a frequency response accurate to better than 1% overiigeantaneous heat transfer coefficiénis calculated from the
range 0.02 Hz to 80 kHz. The time response ayt input (this
should ideally give a step outpuis accurate to better than 1%
over the time range 1@s to 1.0 s.

The platinum thin film arrays are magnetron-sputtered onto
thin flexible sheet of polyimide that is 50 microns thi@ee Figs.
4 and 9. The flexible sheet of sensors can then be adhered to te
surfaces, including turbine test blades, to obtain high frequenc "
high spatial resolution surface heat flux data. In the first demor .
stration, the films are mounted to a simple flat plate ma#e.
5). Perspex was chosen for the plate material because its therr
product nearly matches that of the polyimide thin film substrate =
thus allowing a single-layer semi-infinite heat transfer analysis 1

dimensional heat conduction into a semi-infinite solid. For detail
the reader is referred to a full explanation of the thin film arra

H(s)

Voltage Leads

101

irect
»>

low [

be made. A magnified section of the platinum film layout used ii Constant =

this experiment is shown in Fig. 6. The photo includes two higl Current Path Voltage Leads
density arrays on the right aligned in the spanwise direction, pe L |
pendicular to the flow. The magnified view of one array in Fig. € | Il em |

shows how current enters the array at the left, cascades through arn

the gauges, and leaves to the right. The platinum leads in Figefy 6 Magnified image of two high density platinum thin film
are shown dark, and the substrate is light. Voltage taps are takghys aligned in the spanwise direction  (perpendicular to the
off the ends of each film and passed through differential amplifiow ). Each array consists of 27 sensors. Note the platinum is
ers. Closely spaced sensors like these can be used to form tenygbown dark and the substrate is shown light in this figure.
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[mm]

Streamwise Distance x

Fig. 7 Turbulent spot heat flux traces measured along stream-
wise arrays #5 and #6. Intermittent turbulent spots can be
tracked as they convect downstream.

Surface Heat Flux, U =82.0m/s, Rex =10.5 x105,

190

g3
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x=190mm v=2XThH mm, I=91.6mf  Re =168 x1 Ile‘. Pii=1D
run490 - K

z [mm]

2y
OOHEZG  D2EE7H 029027 02R9T7  O2G0C6 02T 02934 020074 ey

Time [=ec) { 4.34 ms window )

Fig. 9 Example surface heat flux image in the  z—t plane re-
corded from a wide, low resolution array at the rear of the plate

Spanwise heat flux images will be presented throughout this
paper, and the following should be made clear. First, note this is
not a true spatial image of an entire turbulent spot; but only the
surface heat flux footprint. The actual spot leading edge is above
the surface and thus further downstream.

Second, note that spots inzat image appear pointed to the

left, because the leading edge crosses the array at an earlier time
than the trailing edge. Third, the duration or width of each

image is scaled by a constant fraction of the local freestream

SRS A . - ~—1  velocity, 0.65, which is the mean fractional propagation rate of

....... PR T SEae Eavven: SHR T =1 turbulent spots determined experimentally. The scaling keeps the

aspect ratio of the turbulent structures within each image constant,

0.16 0.165

017 0175 018 0185 019 0195 02 0205 regardless of flow speed.

Time [seconds] The labels above the figure are distance from the leading edge,
mean flow velocity, and local Reynolds number for the run. The
value of freestream turbulence intensity Tu is labeled with images
taken with the bar grid in place. The Blasius flat plate solution
may be usedi3] to calculate the local boundary layer thickness for
each run,#=0.664 Re;”z. Example measurement uncertainties

instantaneous heat flux signaland recorded temperature differ-for @ typical run are shown in Table 1. Uncertainty of the
ence(T.-To). The dark-to-light color scale of each image typi_freestream turbulence measurements is given in Table 2.

cally ranges from the minimum to maximum Nusselt numb
measured within the time window. In the-t plots, the color is

% Experimental Set-Up

typically scaled from the fully laminar level to the fully turbulent Experiments were run in the Oxford 150 m¢ri50 mm suction

level at each downstream sensor location.

X [mm]

tunnel. The tunnel is powered by four axial-flow fans at the rear

x=190mm, L'=820m/s, Rex = 10).5 }tll!:T

190 ,- =

rurn=Hal

=]

0165915 0168127 017034 0172552 0174764 0176976 0179188 (O,181401

Time |sec| ( 18.66 ms window )

Turbulent Heat Flux Level

Laminar Heat Flux Level

Fig. 8 Surface heat flux image in the  x—t plane showing turbulent spots appearing and grow-
ing as they convect down the model surface

Table 1 Measurement uncertainties for a typical run (run 249)

Expanded

Standard uncertainty

Nominal uncertainty 95% Confidence
Variable Symbol value u interval (x2u)
Distance from leading edge X 65 mm 0.5 mm 1 mm
Flow velocity u 48.0 m/s 1.15m/s 23m/s
Local Reynolds number Re, 2.09E+05 5.03E+03 1.01E+04
Local Nusselt Number Nuy, 185 9.5 19
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Table 2 Grid turbulence parameters

Measured
Distance Predicted Measured Predicted length scale
upstream Bar No.of  Tu% at Tu% at hot length scale A, at hot
Grid of LE diameter bars hot wire wire A, at hot wire wire
A 560 mm 4 mm 15 2.3% (2.3+0.0% 9.7 mm (12+3 mm
B 370 mm 6 mm 10 3.9% (4.2+0.3% 9.8 mm (11£4 mm
c 140 mm 15 mm 4 14% (17.0£2.0% 10.1 mm (13+3 mm

that draw air through the forward inlet and test section. Variablelds numbers. They originate close to the leading edge, where

freestream velocities up to Mach 0.43, or approximately 145 m/the boundary layer is thinner, and are therefore much smaller in

can be generated through the 150 xit60 mm test section. In size. The two images in the top of the figure were taken from a

this study, transient, short-duration flow experiments are run usitegger, lower resolutioi2 mm) thin film array located towards the

a fast-acting bypass flap. Heat transfer is driven by a typical tefmack of the plate. The resolution of the large arrays is too coarse to

perature difference of 30°C54°F between the preheated flatreveal internal spot structures, but reveals the overall surface heat

plate and cooler ambient freestream. A traversing hot-wire proBex footprint of conventional spots. The bottom images were

was mounted above the plate to measure instantaneous velocittaen from higher resolutiof0.2 mm arrays located close to the

various locations above the modske Fig. 1D leading edge where turbulence-induced bypass transition occurs.
Nearly isotropic turbulence was generated using upstream Bdrese higher resolution arrays, similar to Fig. 6, are able to re-

grids based on the correlations by Roddf7]. These equations solve greater spanwise heat flux detail.

correlate freestream turbulence intensity Tu and integral length

scaleA, to bar diameted and distance downstream from the grid

X. y
.‘"“h"} Pregectine mlc gnase
. x5 it el et and bonycomb flo
Turbulence Intensity Tu=0:8— " (4 T imerchangeable smightuner
Fastacting meun it M I
— bypass I'I.\l: I; .-____.-.-'_r
Integral Length Scale A,=0.2yxd (5) 2 -

Standard bar diameters of 4 mm, 6 mm, and 15 mm were usedl
generate three different turbulence lev&dse Fig. 1L Grid so- "
lidity was held constant at 40% in each case. Grid location We i o i e 3.'?'.’..;..../-1
also chosen carefully within the geometrical limitations of the ko 2011 -
tunnel to maintain an approximately constant turbulent lengt
scale of~12 mm at the leading edge for each case.
Instantaneous freestream velocity was measured using a stag- 10 Test section and inlet of the Oxford 150 mm
dard constant-temperature hot-wire anemometer. A Dantec Dy150 mm suction tunnel with transient flow bypass flap
namics 55P15 miniature wire boundary layer probe with a single
5 wm diameter, 1.25 mm long, platinum-plated tungsten wire was
used. A Dantec 55 M series hot wire anemometer held the wire
temperature constant and provided an output voltage dependent on
the flow velocity. Leading Edge
The anemometer output passed through a 25 kHz antialias filt Z5d2 |
into two separate amplifier channels. The signal was split into @ (., plate Madel
component and an amplified ac component and digitized on tw =
separate channels. The first channel recorded the overall rise| g wire prote =7
tunnel velocity, while the other used the full A/D resolution to
digitize the fluctuating component of the signal. This reduce Wmm—> | 510 um
digitization error and provided higher integrity velocity fluctua-
tion data. Grid B
The hot wire was calibrated in the tunnel along with pitot pres
sure transducers at both the beginning and end of each test ser
The tunnel was run at full speed with data recorded as each f Ly
was gradually switched off. This allowed the hot wire anemom
eter voltage and dynamic pressure to be recorded over the f

— |

A4 mm din. bar grul

Flons

& mm <ia, har grid ¥

Flow

AEEEEEEEEE

range of tunnel speeds. User-written Matlab software automat Wmm—3 |€ 330 mm -
the calibration task and provides the instantaneous freestream
|0City data. Lirid € 15 mm dia. har grid =,
5 Results and Discussion .
. ) ) — - T
This section presents measurements of naturally-occurring tu : Flow
bulent spot heat flux under freestream turbulence. Figure 12 is
comparison of surface heat flux footprints between convention mm— >
turbulent spots measured in a low disturbance fltop two im- 125 thi Tap-Dhwn View

age$ and turbulent spots measured under moderate freestream
turbulence (bottom three images Spots generated underrig. 11 Bar grid arrangement for three different turbulence in-
freestream turbulence form much further upstream at lower Regnsities at constant integral length scale
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x=276mm, U=016ma, FAs «160x0°  Tu< 05% x=65mm, U-360ms, Fe -16x10°, Tu-23% M

Td.4 A
stk
242
DAENd DJ4GET 03473 03472 0BAESS 034898 05458 182
E l; Time [sec] | 5.52 ms window )
E
o = x=85mm, U-520ms, Ae -23x10% Tu-23% LR
[l L -B =] _ 2 538
7 M
30
298 & o NI 0XEE [HNEE O3S 1315353 030456 nxay 0332 124
020017 028068 EECT 028564 _azsma (g Time [sec] [ 3.82 ms window }
R lETmewaha] g x=B5mm, U=710ms HRe =30x10° Tu=23% M,
x=2T6mm, U=916ms FRe =169x10°, Tu< 0.5% - E s d T ] 663
' a7y | 3 = = 6
W= _—— == ="l
] GETEE  0ATENE QM 0ATETE QM 03774 QT 0TRSO a2
= Time [s&c] [ 2.B0 ms window )
P =
= =
= Fig. 13 Increasing local Reynolds number within the transi-
i tion region under fixed freestream turbulence intensity Tu
=2.3% (grid A). As Reynolds number increases, streaky turbu-
BE - —n — lent patches merge and coalesce into a fully turbulent bound-
034531 0.3504 0.350€5 0.35135 ary laver.
Time [sec] (217 ms window | ylay
- x=BSmm, U=520ms Re =228:0 Tu=2.3% i §
o - & streaky turbulent events growing and merging into a fully turbu-
Y e ».wmwm e “1‘—_w rmeres £ lent boundary layer under moderate freestream turbulence.
03774 037 € 27 0. 132958 3anod 33045 - . . .
Tirre [s¢] [3.82 ms window | - Under low disturbance, straight paraIIe_I flow, the mechanisms
o — N ——— 2 of turbulent spot growth form a symmetrical swept back arrow-
E 2 p——— i | £ ead shape pointed in the downstream direction. Though this
§ shape rarely has time to develop under freestream turbulence, Fig.
33246 033344 033447 053547 OI3EE9 033737 033838 033334 2
Tima [sec] { B.64 ms window ) 1:'-1
. x=BSmm,  U=263mis, Ao =113x105 Tu=43% (T . ¥-6Smm  U-360ms  As - 158107, Tu-23%
E s28 — —_— = E=S
E — s E
T N T 3 - [T TP ] w4
034227 034308 034354 03448 E.dd!E-III-, 034882 l:.id_:'dH- DL3d4e2d 04899 L D3eRe O3S O3S 03T 03aN a¥3ay s (3888
Time [e=c] (7.57 me window ) Time [sec] {5.52 ms window )
. . - ¥=B5mm, U=366mS FAe =162x10°, Tu=23%
Fig. 12 Surface heat flux footprints of large, mature turbulent E s25 Tk A - "4"
spots in a low disturbance environment  (top two images ) com- £ | —— -
pared with turbulent spot heat flux under moderate freestream M DETH DATIED  DSTES OGTIET  QOTRBER  03TE1 DITTR 097534 OTEOS
turbulence (bottom three images ). Turbulence-induced bypass Time: [sec] [543 me window )

spots appear at much lower Reynolds number and are very

streaky in nature x=B5mm, U=400ms, Ao =1B4x10% Tu=23%

mndid

z |mm]
BB

O3EEZ  0I067F 030738 030752 00MB4E  O0S0  03095  D3ME 031078
Tima [sac] { 4.97 ms window )

Turbulence-induced spots appear at Reynolds numbers well |, "= Esmm, U=400ms, Ao =177 200, Tu=24% |
low the critical value predicted by classical linear stability theory g K
initiall 4. b
Spots formed at such lower Reynolds number do not initiall. 4 e 13 D3sn oames 0
spread as fast as classical Emmons type spots formed-v& Time [sec] (4.87 ms windaw )
wave breakdown. The initial surface heat flux footprints appe SRS AR R CaIHE o
more like fast moving streaks than spreading arrowheads. Evez s:s : IR

tually additional heat flux streaks appear adjacent to the initig, {__ t '_%...

streak as they grow into irregular shaped patches of turbulent h™ sz namesa oamm  owarr nsoses oanen aoss  oames  0soe1z

flux. Tima [sec] {414 ms window |
One observation from these images is that turbulent spots ¢ x=65mm, U=400ms, Re =177x10°, Tu=24% _
pear to be made up of individual vortices near the surface that ¢g *# = - o —
elongated in the streamwise direction. The streak spacing is abEm L‘ﬁ
2-35. This is not discernible from ensemble-averaged spot me" [ Caor S sy R CIH Rl D
Time [5ec] [ 4.97 ms windaw )

surements in the past. Instantaneous measurements of individ 2
naturally-occurring turbulent spots in a high-speed airflow wit_. x=B5mm, U=706m's, R =322x10°, Tu=24% .

spanwisedetail are unique, and can help reveal the turbulels [~ S e

-

structures that make up the base of the spot. NPT Ten e 0aMea 03108 030SE 0ANE 0S11Z 0315
Under moderate freestream turbulence conditions, spots hav Time [sac] (282 ms window |
more irregular, asymmetrical shape. Examples are shown in Fi x=BSmm, U=480mE As =211x10° Tu=23% _ ..

13 and 14. Figure 13 shows the effect of increasing the locE =*

. f .. E
Reynolds number Reat fixed freestream turbulence intensity:~..,
These measurements were taken at the same streamwise loce SR - 00 dadnd “T“I““: [2:;“3 W:j 4 4“;2;“'”’;?
(x=6.5mm at three different freestream velocities. The ) ' el
freestream turbulence intensity Tu is consti@8%) in each case. Fig. 14 Unusual examples of spots with an apparent arrow-

As one would expect, increasing Reynolds number increases Hid shape under 2% turbulence intensity. Most spots seen
turbulent intermittency of the boundary layer, significantly inunder moderate freestream turbulence have a rather irregular
creasing overall heat flux through the surface. This figure showsymmetrical shape.
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AT x=85mm, U-520ms, Re =228x10°, Tu-23%

ey i
Y - e , " E L [
) e e s E e
caTale MRS . . ., =
Streamwise velocity contours above boundary layer. e 035534 03EES 038511 093585 035808 0352 03STES (35839

Time [sec] {3.82 ms window )

x=B5mm, U=520ms, Ae =228x10° Tw=23% _

E 528 —
R — . . E =
StreamWISe VelOClty COIIIOUrS InS'Ide boundary layer M i nxss 0.EI56T [Pk ] 33854 oassar :Iﬁ:i?:ﬁ"‘-l.'l T4 O3z naagh
Time [sec] {382 ms window |
Fig. 15 The numerical simulation by Jacobs and Durbin [12] . x=85mm, U=§13ms Ao =229 o105 Tu=24% e
shows the streaky nature of bypass transition under freestream E Bzw
turbulence. Note when comparing; this is a spatial image in the Lt . - -

—zpl ith flow from left to right, as opposed to a temporal B L Bl PP e g
X—=zp an‘?' wi . gnt, pp - P © Time [s8c] [ 3.87 ms window )
heat flux image in the z—t plane where spots are pointed right
to left = x=B5mm.  Us513mb, As «220:x0°  Tua24%

. i p rngas
E
L] i (=R kv ] 03004 (I:Ifl.'Hﬁ- R 02436 03344 033584 N33584
Charactanstic Tirme [s6c] { 387 ms window )

14 presents a collection of young arrowhead spot shapes see_ . gg mp*##! #asng siga
the lower turbulence level of 2.3%. Again, the spots appear to E -*._._.__--
made up of individual heat flux streaks aligned in the streamui: - 4= - S
direction. The gradually decaying heat flux at the tail of the spot Tima [sac) (325 ms window )
characteristic of the calmed region.

Note the images presented in this paper are only very short timg. 16 Irregular “nonarrowhead” spot shapes usually appear
segments of a few selected runs. Space is limited to show fidlthe bypass transitional boundary layer. The swept-back spot
length images for each condition. Analyzing the full time historyeading edge angle, however, is fairly consistent and scales
for a run allows one to better appreciate the diversity of shapagproximately with freestream velocity.
and sizes of individual heat flux signatures that appear under
freestream turbulence, and how they merge to form the fully tur-
bulent boundary layer. Examples in this paper point out some
the key characteristics that are seen throughout the data.

| f
U=812ms, A = 2T6x10%, Tu=24% .

ﬂ;e swept leading edge angle is pointed out in the figure.
Surface heat transfer footprints show the base of the turbulent
5.1 Comparison to Direct Numerical Simulation. Compel- spot is made up of a growing number of elongated streamwise

ling similarity is found between these measurements and the diructures. This information was often smeared out in past studies

rect numerical simulation of bypass transition by Jacobs at ensemble averaging, or simply not seen due to a lack of span-

Durbin [12]. For comparison, a turbulent spot from their simulawise resolution. After reviewing multiple images from these tests,

tion is shown in Fig. 15. The image shows streaky structurdisis clear the original turbulent streak does not spread, but rather,

appearing in the laminar flow just after the leading edge andngw adjacent streamwise heat flux streaks appear. This growing

turbulent spot moving from left to right. The two horizontal secpatch of turbulent heat flux streaks then typically develops a

tions show contours of streamwise velocity just abowe &) and  swept-back leading edge. .

inside (y=~ /3) the boundary layer, wher&is the 99% thickness ~ The mechanism responsible for the spanwise growth of turbu-

at Re,=250 (Re,=107 at the inflow. Note this is a spatial image lence may be explained by the observations of Acarlar and Smith

of velocity fluctuations in thex—z plane as opposed to surfacd 19); Who witnessed asymmetrical hairpin vortices inducing adja-
heat flux in thez—t plane. The simulation captures the streak§eNt secondary streamwise vortices near the surface of a growing
nature of bypass transition and agrees well with the heat flux dafat: Heat flux results from the present study found no evidence of
collected from this study. T-Stype waves following the spot edges as detected by Wygn-

Asignificant advantage of DNS is the ability to trace backwarddSKi. Haritonidis, and Kaplaf20]. Bypass transition in these
through a solution and investigate how individual spots originatégtPeriments occurs at relatively low Reynolds number, before
from freestream disturbances. Jacobs and Duftid] suggest |—Stype instabilities would be expected to take effect.

these spots are induced by low frequency freestream perturbationg 3 sireamwise Turbulence Growth and DevelopmentAn

that initiate breakdown from the top of the boundary layer. In 8xample of data from an array of thin films aligned in the down-
previous numerical simulation of wake-induced transition, Wu €keam direction is shown in Fig. 17. The data are taken at a much
al. [18] propose that turbulence-induced spots would actually dﬁ)‘_wer speed than the previous-t images in order to view a
velop a backwards arrowhead shape pointing upstream. No Wager transition region across the model. Turbulent spots origi-
dence of backwards arrowheads was seen in the surface heat fiife near the front of the plate and then travel downstream. In-
data from these experiments. Although the shape of the Sp@fgasing the freestream turbulence intensity moves transition on-
above the surface was not measured in the present study, the tur-

bulent surface heat flux almost always appears pointed in the

downstream direction, if any. In reality, symmetrical arrowhead

spots are rarely seen under moderate freestream turbulence x=190mm,  U=206ms, Ae =263x10", Te=23%
these conditions, many turbulent streaks quickly appear and ct_, 4 ' ‘
lesce before discrete patches are allowed to develop into the clE
sical arrowhead shape. -

52 SpanWiSe TurbUIence GrOWth'Figure 16 ShOWS regL”ar o AZAT62 ORISE ORS0001 0372605 OOATAGS 0402713 0017610 O433EEE
symmetrical arrowhead-shaped heat flux events do not always Time [sac] f," [125.81 ms window }
pear under freestream turbulence. Nearly all the patches of turl Faint tracks prior o turbuant burst
lent heat flux, however, do develop a characteristically swept-back
leading edge and trailing calm region as they convect dowRty 17 Turbulence-induced spots in the  x—t plane. Faint
stream. The leading edge angle scales approximately witcks of enhanced heat flux are seen upstream of the jump to
freestream velocity and is fairly consistent throughout the datarbulent heat flux.
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x=190mm, U=61.0ms, As =801 00" Tu=20% i ¥=B5mm, U= 366 ms, Fl'ﬂ‘v-1.52x105. Tu=22%

0 OIGET  DMaAM Q3GSE  03GE0T  0OEGHE  JJ6T3 DOGTEN QOGRS
Tirme [sec) {543 ms window )

x=685mm, U=236.2ms, He‘_1.5?x10=‘. Tu= 4.3%

0126272 0131323 0136374 0141435 0148476 0151527 01568578 0161828

i

Tirmig [S@c] [ 42,60 ms window ) E
H 03803 0IT0S7 037118 O3MEF 05T -!'li'l?Il'.' n3Tags 037432 03T
Fig. 18 x—t image of turbulence-induced bypass transition at Time [gec] {5.48 ms window )
higher Reynolds number. Initial spot structures can be tracked "
through the turbulent boundary layer downstream. x=85mm, U=359ms, Az =150, Tu=175% _ ..

DIEITE O3EMZ 0I5 0IEMWA  03WA31 LI 0BT 0D
Tims [sec] ([ 5.54 m3 window )

set closer to the leading edge.

One discovery in these-t plots is the faint tracks of enhancedFid. 19  Effect of increasing freestream turbulence intensity at
heat flux occasionally seen upstream, preceding the initial jump3dnset local Reynolds number of 1.6 X10° and fixed integral
turbulent heat flux. This enhanced unsteady surface heat flux prgh9th scale of approximately 12 mm
to the turbulent jump is not seen in the tests without freestream
turbulence. The low-level events preceding the jump in heat flux . ) )
travel at 0.68:0.07)U. The faint tracks in the—t image, and the eddies above. They travel at_a fractlon of the streamwise velocity,
low level heat flux streaks seen in the laminar region ofzhe Petween 0.58 and 0.88), similar to regular turbulent spots.
images, may help explain the Klebanoff modes defined by Ke hese undlulatlng turbulent structures mowvinighin the poundary
dall, [13] which are noted to appear at F0.7%. Jacobs and ayer, c_ontlnually forc_ed by the large freestream eddies above, are
Durbin [12] make a similar observation in their DNS, suggestin .hat directly determine the elevated surface heat transfer under

the Klebanoff modes in the past were just an ensemble-avera hfr:‘eestr?am tuthél_encteh. Itis TOt S|r'1:1ply c:ue to thd%pengtrgtl?_n_
view of the instantaneous streaks observed under turbulenfelN€ Ireestream eddies themselves. iFreestream eddies by detini-

induced transition. These measurements provide detailed exp fAn travel at the freestream velocity, but here, _the unsteady co-
mental evidence of their effect on surface heat flux erent structures on the surface are tracked moving downstream at

A second characteristic of turbulence-induced spots is their r%_fractlon of the freestream velocity, and therefore must be sepa-

duced initial spread rate. The turbulent heat flux tracks are ve@tlf'. SIOWerbﬁnc;K'n? stru?turef, W|th|ndtg_e bom:nda;yr:a);]e{. bl
slender at first, showing a small difference between the velocity of IS possible the large freestream eddies at such hign turbulence

the turbulent heat flux leading edge and the trailing edge. clas¥|tensities force localized 3D crossflow effects within the bound-

: o layer. The strong effect of crossflow on unsteady surface heat
cal studies of fully-developed spots show the spot trailing ed Y e ] 4 .
clearly moves slower than the leading edge. Sankaran, Sokol X 1S ftjrther :cnveztlgatelq i':: Anthon_y, Jonesl, antt_j La(?fiﬂ]. fl

and Antonia[21] determined that the streamwise growth of the '€'€ It was found a slight spanwise accelération of the tlow
spot was directly related to the number of eddies present. TP ross the surface produces an unsteady pattern .Of tra\{ehng heat
addition of more eddies at the rear causes the trailing edge o Ilg( waves at the surface. It would be valuable to investigate the

mature spot to travel at a lower speed. Turbulence-induced spots
do not initially grow as fast in the streamwise direction because
they appear at low Reynolds number where the surroundi;..
boundary layer is relatively stable, and new secondary vortices E

nOt fOrm as readily' L .-- 03538 03603 035128 0368221 038315 036400 036503

A third observation is that turbulent spot structure can b Time [sec] { 8.28 ms window }
tracked up into the fully turbulent region of the boundary layer ii ¥=B5mm, U=-240mE M -002:10° Tu-17.0%
the x—t images. This can be seen in Fig. 18. The present dEES“

show intense heat flux events during bypass transition can 7, . k= : s = =
tracked for a considerable distance through the fully turbule = ©917! 03tE8S 0AtSTs Q374 082068 03233 0585 04250 052645

. . Time [s8c] { B2B ms window |
ndary | r, travelin veloci ween .8%J. &
boundary layer, traveling at a velocity between W5nd 0.8%) x-65mm,  U-384ms  Re -167x10° Tu=167%

= e

E ozt
E

5.4 Effect of Increasing Turbulence Intensity. The effecton g™ [
transitional heat flux of increasing freestream turbulence intensin ** =T =0nar=raaie oare namsm oamse o
at a fixed local Reynolds number, is shown in Fig. 19. Theé Tirme [soc] {517 ms window )
images are from a high density thin film array locatedxat _ x=B5mm, U=384ms, He =167x10, Tu=167%
=65 mm from the leading edge. The images clearly show thg ** : —
increasing freestream turbulence intensity increases the num; 4 - -

. . 03612 0.3T9 035238 036297 0386 038414 0E4TI 005N2
and complexity of turbulent spots seen at a given Reynolds nui Tirme [sec] {517 ms window )
ber. The streaky nature of transitional heat flux events und cmBGEmm.  U=d0fms Ao =177x10°  Tu=16.0%
freestream turbulence is evident. Individual spots are difficult fgm = 3

discern at Tu-4% since so many turbulent heat flux streaks af— ,, B —S—- =
H 03083 030501 O3MT 03003 031058 031114 03147 031225 oI

pear and quickly coalesce. Time, [osc] i b wibi)
Spot generation and development appears significantly differe retETe e Be o im0l Tie 150
under the highest freestream turbulence d@se>17%, Grid Q. Eus . - = - )
Figure 20 shows a number pft images taken from a dense arra)E- a - "‘_"J_;gﬁ!E':
65 mm downstream from the leading edge under Tu=17.5%. T " sl b o o ol Tl
ime [s8C] { .54 ms window )

surface heat flux in this case has a more wavy structure not seen at
lower Tu. Images in the—t plane show transition occurs Verygig o9 wavy transitional heat flux structures under strong
soon, before the first sensorat 20 mm from the leading edge. freestream turbulence intensity ~ (Tu=17.5%, grid C ). The color
The structures within the boundary layer show unsteady spanwiggle has been adjusted to bring out the detail of the turbulent
movement as they are continually forced by the large freestreawat flux structure.
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effect of large freestream eddies further, perhaps with simultilomenclature

neous time-resolved surface and PIV measurements. Sabatino and ¢ = specific heatkJ/kg K)

Smith [23] have used this dual measurement technique for con- d = bar diamete(m)

ventional turbulent spots in a low disturbance flow. h = convective heat transfer coefficietw/m?2K)
Results are shown with varying levels of freestream turbulence

= constant current supplied by sourd)
= thermal conductivity(W/m K)

g = heat flux(W/m?)
Nu, = local Nusselt Numbethx/k)

. ; |
intensity, but several researchers have also noted an effect of tur- E

bulence length scali24—-26. Another complete series of experi-
ments using three additional grid configurations was performed to
isolate the effect of varying turbulent length scale at fixed turbu-

lence intensity. The range of length scales tested proved too small R = resistancé(l)

to see any considerable difference, and the data has not been pre- Ry = resistance al, (1)

sented. The small range of length scales at fixed Tu was limited by Re, = local Reynolds numbefUx/v)

the geometrical limitations of the tunnel. Re, = Reynolds number based on momentum
It is difficult for correlations based solely on Tu to take into thickness

account all the disturbance characteristics present between simple s = Laplace transform variable

wind tunnel tests and a real turbine environment. In fact, Mork- T = temperaturdK)

ovin [27] states, “there is no single Tu number that can character- Tu = turbulence intensity level Tusu'2/U (X100

ize the turbulent field as a guide to the onset of transition. There for %)

are too many parameters and subtle nonlinearitigny not even T, = reference temperatuf&)

recorded to make possible any kind of credible statistical base for t = time (9)

such prediction codes to be trustworthy.” The authors agree that U = mean freestream velocifyn/s)

turbulence intensity alone is not enough to characterize t_he U = instantaneous freestream velocity/s)
freestream, and tha}t turbulgn; length scale mu.st also be taken into u’ = fluctuating component of velocitym/s) (u’=u
account when making predictions. More work is needed to under- ~U)

stand the receptivity of freestream disturbances into the boundary

layer. A question that remains is how to properly quantify the V = voltage(V)

freestream disturbance environment in a real turbine. Are Vo = voltage across film afy (V)

freestream turbulence intensity, length scale, and/or spectra all vi = voltage across thin film elemefi)

that are needed? Measuring the unsteady turbine inlet boundary x = streamwise coordinate from leading edg®)
conditions in a real engine is a challenge that could require greater z = spanwise coordinate from sidewath)
cooperation between industry and academia. ar = temperature coefficient of resistan@K)

8 = boundary layer thicknessn)
v = intermittency
Ay = turbulence integral length scalm)
= density(kg/m°)
= boundary layer momentum thicknegs)
= dynamic viscositym?/s)
= angular frequencyrad/9

6 Conclusion

This study investigates the characteristics of unsteady surface
heat flux under varying levels of freestream turbulence using a
high frequency, temporal heat flux imaging technique. Detailed
surface measurements show turbulent spots and the resulting un-
steady surface heat flux appears quite differently than turbulent
spot models currently predict.
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Measured Adiabatic Effectiveness
s.r.christoprelt | @Nd Heat Transfer for Blowing
£.cowch ¥ From the Tip of a Turbine Blade

K. A. Thole
. o The clearance gap between the tip of a turbine blade and the shroud has an inherent
Mechanical Engineering Department, leakage flow from the pressure side to the suction side of the blade. This leakage flow of
Virginia Polytechnic Insfitute and State combustion gas and air mixtures leads to severe heat transfer rates on the blade tip of the
University, high-pressure turbine. As the thermal load to the blade increases, blade alloy oxidation
Blacksburg, VA 24061 and erosion rates increase thereby adversely affecting component life. The subject of this
paper is the cooling effectiveness levels and heat transfer coefficients that result from
blowing through two holes placed in the forward region of a blade tip. These holes are
F. J.- Cunha referred to as dirt purge holes and are generally required for manufacturing purposes and
Turbine Durability, expelling dirt from the coolant flow when operating in sandy environments. Experiments
Pratt & Whitney Aircraft Company, were performed in a linear blade cascade for two tip-gap heights over a range of blowing
United Technologies Corporation, ratios. Results indicated that the cooling effectiveness was highly dependent on the tip-
East Hartford, CT 06108 gap clearance with better cooling achieved at smaller clearances. Also, heat transfer was
found to increase with blowing. In considering an overall benefit of cooling from the dirt
purge blowing, a large benefit was realized for a smaller tip gap as compared with a
larger tip gap. [DOI: 10.1115/1.1811095
Introduction the turbine rather than clogging the smaller diameter film cooling

- . L LPurge holes remain open during eventual blade rubbing.
th_e materials a_nd cooling methods are .Of Cm"_:al importance. TUr-p;q paper details the film cooling and heat transfer associated
bine blade d¢3|gners concentrate heawly on _flndlng better_ coollmh blowing from the dirt purge holes along the tip of a turbine
schemes to increase the overall operation life of all turbine ajjade. Measurements of adiabatic effectiveness and heat transfer
foils, namely, the high-pressure turbine blades. The clearance Bggfficients are studied while varying the tip clearance and mass
tween the blade tip and the associated shroud, also known asf)g (blowing) ratios.

blade outer air seal, provides a flow path across the tip that leads

to aerodynamic losses and high heat transfer rates along the bigggevant Past Studies

tip. The flow within this clearance gap is driven by a pressure A . .
differential between the pressure and suction sides of the blad The work presented in this paper is concerned with the effects

but is also affected by the viscous forces as the fluid pass%%s'njecung coolant froml thz ?p of a “.”b'”e tl)_lade, wheredthe
through the gap experiments were completed for a stationary, linear cascade. As
: such, it is important to consider the relevance of past studies to

From an operational point of view, engine removals from S€Evaluate the effects of the relative motion between the blade tip

vice are primarily dictated by the spent exhaust gas temperatyigy o wer shroud. It is also relevant to consider tests where tip
(EGT) margin caused by deterioration of the high-pressure t“rbi'ﬁ?owing has been investigated.
components. Increased clearance gaps accelerate effects of 10vgearding the effects of blade rotation, the first work to address
cycle thermal-mechanical fatigue, oxidation, and erosion as a g flow field effects was that of Morphis and Bind@2] who
sult of increased temperatures in the turbine and decreased Efglng that their static-pressure measurements across the blade tip
margin. In general, tip clearances for large commercial €ngings an annular turbine cascade were not affected by the relative
are of the order of 0.25 mm, which can reduce the specific fugfotion at the tip. They concluded that the basic nature of the flow
consumption by 1% and EGT by 109Q]. Improving the blade structures remained unchanged with and without relative motion.
tip durability can, therefore, produce fuel and maintenance sayr contrast, the studies by Tallman and Lakshminaray&hand
ings over hundreds of millions of dollars per ygar. Yaras and Sjander[4] showed that the leakage flow through the
The work presented in this paper is on a realistic design forgap was reduced along with the leakage vortex in the case of a
turbine blade tip consisting of a flat tip, with the exception of aoving wall relative to a fixed wall. They attributed this differ-
small cavity in which two dirt holes are placed. The location oénce to the passage vortex being convected toward the suction
these holes is a direct consequence of the internal cooling psarface by the moving wall and postulated that the passage vortex
sages within the blade. The purge hole cavity extends only ovepasition can alter the driving pressure through the tip gap.
small area in the front portion of the blade tip. The function of the Although there are apparent effects of a moving wall on some
dirt purge holes includes the following: purge holes allow cen- of the reported flow field studies, tip heat transfer studies gener-
trifugal forces to expel any dirt ingested by the compressor intdly indicate relatively minor to nonexistent effects of a moving
wall. The reason for this relatively minor effect was first hypoth-
Contributed by the International Gas Turbine InstitU@TI) of THE AMERICAN  €Sized by Mayle and Metzgéb], who evaluated the effects of
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME OURNAL OF  relative motion on the heat transfer in a simple pressure-driven
TURBOMACHINERY. Paper presented at the International Gas Turbine anquct flow. They derived and also showed experimentally that for a

Aeroengine Congress and Exhibition, Vienna, Austria, June 13-17, 2004, Paper [YO. . .
2004-GT-53250. Manuscript received by IGTI, October 1, 2003; final revisiod/OW-path length with less than 20 times the clearance gap, the

March 1, 2004. IGTI Review Chair: A. J. Strazisar. flow can be considered as a developing duct flow. As such, the
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boundary layers on each surface do not merge and, therefore, the Table 1 Geometry for the blade tip model
effect of the relative wallshroud movement is inconsequential.

This range is relevant to the assessment given that the length gfameter e
the flow path along the blade tip relative to the clearance gagaling factor 1x
ranges between 2.5 near the trailing edge for the smallest gap?téal chord, B, (% Span 63
25 near the leading edgthickest part of the airfojifor the largest  1U® chordC (% Span 96.3

- i . itch, P (% Span 78
gap. Lending further credibility to the hypothesis of Mayle ange 2 1% 10
Metzger are the works of Chyu et 46] with a shroud surface |niet angle,s 16.5 deg
moving over a simple rectangular cavity and Srinivasan and Gol@eolant to mainstream T 25 deg
stein[7] with a moving wall over a turbine blade. In particular, theSmall tip gap, h(% span 0.545

work of Srinivasan and Goldstein showed only small effects of tH&"9€ fiP gap, H% span 1.635

wall motion on their measured Sherwood numbérsat-mass
transfer analogy in the leading-edge region where the path
length-to-clearance gap was larg80) than the criterion stated by |
Mayle and Metzgef20) for the smallest clearance gap that the{
studied. For the largest gap in their study, they saw no noticeabl
effect of the wall motion.

The only reported tip-blowing studies were those completed
Kim and Metzger[8] and Kim et al.[9], who used a two-
dimensional channel with a number of different injection geo
etries, and by Kwak and Haf10,11], Acharya et al[12], and
Hohlfeld et al.[13], who all used blade geometries. Four tip
blowing geometries were investigated by Kim et [@], which
included the following: discrete slots located along the blade ti
round holes located along the blade tip, angled slots position
along the pressure side, and round holes located within a cavit))
a squealer tip. For a given coolant flow, the best cooling perfar- " : . e
mance was obtained using the discrete slot configuration WheréBr% in the tip gap of a turbine blade. The ob]ectlyes of_the WOFk
an optimum blowing ratio was discerned. In general, Kim et P sented in this paper are to present the benefits of film-cooling
reported higher effectiveness accompanied by higher heat tranﬁfef". blade tip using coolqnt exhausted from dirt purge holes. "?
coefficients with higher injection rates. Kwak and HEF0,11] particular, both the effectiveness levels and heat transfer coeffi-

reported measurements for varying tip gaps with cooling hol lents were measured anq combined using a net heat flux reduc-
placed along the pressure surface at a 30 deg breakout an 0 to evaluate the benefits.
relative to the pressure surface, and on the tip surface for En . tal Facilit d Methodol
unshrouded10] and shroudedl11] tip. For the unshroude(flat) xperimental Faciiity an ethodology
tip, Kwak and Han found that increases in the heat transfer coef-The experiments were conducted in a large-scale, low-speed,
ficients and adiabatic effectiveness occurred with increased codlesed-loop wind tunnel that provided matched-engine Reynolds
ant injection and increased gap heights. This is in contrast to thember conditions. The flow conditions and relevant geometry are
work presented by Kim et al.9], who identified an optimum summarized in Table 1 with a diagram of the wind tunnel and test
blowing ratio. For the shrouded tip, Kwak and Han indicated section shown in Figs. 1 and 2. Results reported in this paper
benefit of having a shroud in that there was a reduction of the héatlude adiabatic wall temperature measurements and heat trans-
transfer coefficients and an increase in adiabatic effectiveness léar- coefficients along the tip.
els when compared to the flat tip. The wind tunnel, shown in Fig. 1, includes a 50 Hp fan that
Heat transfer measurements on flat tips with no cooling hadeives the flow through a primary heat exchanger to obtain a uni-
been presented by many authors, including Bunker etla], form temperature profile. The flow is divided into three passages.
Kwak and Han[10], and Jin and Goldsteifil5]. These studies The main passage, located in the center, has a heater used to
have shown there to be a region of low heat transfer located neahieve a hot mainstream gas, while the flow in the two outer
the thickest portion of the blade. Morphis and Bind@] and passages provided a single row of normal jets used to generate an
Bindon[16] have also shown there to be a separated region fatet turbulence level to the cascade of 10% and an integral length

g

wed by a reattachment with high heat transfer coefficients along
pressure side of the blade tip in the entry redibfi.
here have also been only a relatively few computational pre-
ictions for a tip gap with blowing, including those by Acharya
al.[12] and Hohlfeld et al[13]. Acharya et al. found that film-
nfoolant injection lowered the local pressure ratio and altered the
nature of the leakage vortex. High film-cooling effectiveness and
low heat transfer coefficients were predicted along the coolant
trajectory. Both studies indicated that for the smallest tip gap, the
oolant impinged directly on the shroud; but as the gap size in-
fdaased, predictions indicated that the coolant jets were unable to
@Pinge upon the shroud.
In summary, only one experimental study has addressed blow-

Fig. 1 Schematic of the wind tunnel facility used for the testing of the blade tips
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Fig. 2 The corner test section of the wind tunnel housed three blades that formed two full
passages

scale of 11 cm. To quantify the integral time scale, velocity fluc- For the adiabatic effectiveness tests, the experiments were con-
tuations were measured using a hot-wire anemometer. These {kisted such that the coolant was nominally 25°C lower than the
were unheate@ue to a facility constraintand were injected one mainstream. Thermal equilibrium required about 4 hr for each
chord upstream of the blade. The mass flow of the injected jetst. For the heat transfer measurements, separate experiments
represented 4.3% of the core mass flow and had a momentum fluere performed with a constant heat flux surface installed on the
ratio of 8. Because of the high turbulence generated, the therntipl surface. For these tests, the coolant and mainstream tempera-
field entering the cascade was quite uniform. tures were typically kept to within 0.15°C of one another. Two
The main features of the linear cascade test section, shownsgparate heaters were necessary because of the dirt purge cavity
Fig. 2, were an instrumented center blade, two outer blades, side- the tip. The dirt purge cavity was heated with one strip of
wall bleeds, and adjustable tailboards. These components whreonel that was 0.051 mm thick and had a surface area of 17.3
required to ensure periodic flow conditions. Coolant flow for them?. The main heater covered an area of 261.3 and consisted
blade tip was provided to a plenum inside the center blade from aha serpentine Inconel circuit. As shown in Fig. 4, the circuit
independent pressurized air supply. The pressure drop acrossoasisted of the Inconel sandwiched between insulating Kapton
venturi meter was used to quantify the coolant flow rate, while trend then covered with a very th{#.013 mm layer of copper on
incoming velocity to the test section was measured with a pitbbth sides. Both heaters were attached to a foam blade tip using
probe at several locations across the blade pitch. double-sided tape that was 0.64 mm thick. The nominal heat flux
Figure 3 shows the details of the plenum for the blade tip, tHer both heaters was set to 3700 W/mwhich provided a maxi-
dirt purge cavity, and the dirt purge holes. The removable portionum temperature difference between the mainstream and blade
of the tip was 28% of the spaftotal span was 55 cjrand was surface of 28°C. The two heaters were controlled independently to
specifically molded to allow for a number of different tip geomwithin 0.67% of one another during all tests. The current supplied
etries to be studied. A two-part foam mixture that exothermicallp each heater was known by placing a precision resis®or (
expanded was used to mold the blade tip. The thermal conductiv1.0Q0+0.1%) in each circuit and measuring the voltage drop
ity of this foam was quite low at 0.036—0.043 W/mK and wascross each resistor with a digital multimeter. The heater power
dependent on the foam properties after expansion, thereby allomas then determined from the supplied current and known heater
ing for an adiabatic surface on the blade tip. Only the foam suresistance.
face (no heater was present during the adiabatic effectiveness Equation(1) was used when calculating the heat transfer coef-
tests. ficients,

4.0d— 7.0d

Fig. 3 The blade tip included a plenum that supplied coolant to the dirt purge
holes
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Fig. 4 Main tip heat transfer surface showing (a) serpentine passages and (b) detail of main
tip heater as placed on the blade surface

h=(qp— 9"/ (Ty—T..) (1) matched up well to form one entire blade contour without any
discontinuities in measured values between images.
In this equationgyy, represents the total heat flux output from the Static-pressure taps were located near the midspan of the cen-
resistive heaters and; represents the energy lost to radiationtral blade, and tufts were located near the stagnation locations of
Typically, radiation losses were less than 2% with the maximuail the blades to ensure periodic flow through the passages was
for all cases being 3.4%. Conduction losses were found to bBehieved. The measured static-pressure distribution around the
negligible because the heaters were placed on the low-thermehter blade was compared with an inviscid CFD simulation using
conductivity foam. periodic boundary conditions, as shown in Fig. 5. This pressure
For the surface-temperature measurements along the tip, anlimding is representative of a modern, high-pressure turbine blade.
frared (IR) camera was used to take four separate images thaOverall uncertainties were calculated for nondimensional tem-
were then assembled to provide the entire surface temperaturepefature and heat transfén and Nu valuels according to the
the tip. The image locations are shown by the boxes in Fig. 2. Thartial derivative method described in Moffdt7]. The total un-
IR camera was positioned to look directly at the blade tip angertainty of all measurements was calculated as the root of the
required the use of a zinc selenide window placed along the ougeim of the squares of the precision uncertainty and the bias
shroud that permitted 8—12 micron wavelengths to pass througimcertainty.
Each of the four IR camera images covered an area that was 21.3he precision uncertainty for measurements made with the in-
cm by 16 cm with the area being divided into 320 by 240 pixel
locations. The camera was located approximately 55 cm from the
tip, resulting in a spatial resolution of 0.63 mm, which is over 16
times smaller than the dirt purge hole diameter. At each viewir
location five images were acquired and averaged at each pi
location to give an overall image of the tip. 0 L
The calibration process for the camera involved direct compa
sons of the infrared radiation collected by the camera with me
sured surface temperatures, using either thermocouple str 5
placed on the tip surfadéor the adiabatic effectiveness measure
ment3g or thermocouple beads placed underneath the héater
the heat transfer measurementSor both experiments, thermo-c 4
couples were placed on the blade surface using a bonding ag *
with a high thermal conductivity of 1.6 W/mK. For the thermo-
couples placed underneath the main tip heater, a 2°C temperai -6
adjustment was applied during calibration to account for the the
mal resistivity of the heater at the nomirgll=3700 W/nf. The
thermal resistance of the Inconel heater in the dirt purge cavi -8
was found to be negligible, and no correction was needed for tt
area of the blade tip. After the experiments were completed, t all
infrared images were processed, where adjustments of the surf  -10 . : :
emissivity and background temperatuigradiation were made -1.0 0.5 0.0 0.5 1.0
until the image and thermocouple temperatures matched. This p S/S
cess resulted in an agreement between all of the thermocouples
and infrared temperatures to withir1.0°C (A»=%+0.049. A Fig. 5 Measured and predicted static pressures at the blade
check on the calibration process is that the four individual imagesdspan

T T T
Computational
+ Exp - no gap

O Exp-smallgap -
X Exp - large gap

max
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Table 2 Matrix of experiments and blowing ratios velocity for the dirt purge hole exits, the local static pressure for
the dirt purge holes was taken as the average of the predicted

Coolant flow Holesland2  Hole 1 Hole 2 giatic pressures for the pressure and suction surfaces at the 95%
(% total Global Global Local Local Local Local blade span location. The blade locations of these pressures were at
flow) Tip gap M I M I M I 2% and 5% of the total surface distance measured from the stag-
0.10 small, large 1.4 36 19 66 11 5 1 hation Iocatio'n for dirt purge holt_as 1 and 2, respectively. The
0.19 small, large 2.7 13.0 3.6 237 20 7.5 coolant velocity was calculated directly from measured coolant
0.29 small, large 4.1 303 55 553 3.1 17.4flow rates. As seen in Table 2, the local blowifagnd momenturmn
0.38 small, large 53 520 7.2 949 4.1 299patio for hole 1, which is the hole closest to the leading edge, is

significantly higher than hole 2 due to the lower local velocity
present at the hole 1 location.

frared camera was determined through an analysis of five cali- ] )
brated images taken in succession on one portion of the tip Adliabatic Effectiveness Results

constant conditions. The precision uncertainty was calculated toTpg dirt purge holes serve the functional purpose of expelling
be 0.31°C, which is th_e stand_ard deviation of the five readinggt from the blade that might otherwise block smaller film-
based on a 95% confidence interval. The camera manufactygpling holes. Any cooling from the dirt purge holes is of poten-
reported thg b|a§ uncertainty as 2.0% of the full sgale. The largesli penefit for cooling the leading-edge region. The cooling ef-
scale used in this study was 20°C though some images couldsBgis of the dirt purge jets are presented as adiabatic effectiveness
captured on a 10°C range. A bias error-o1°C was considered |eyels that were measured only in the leading-edge half of the
for the camera calibration. The thermocouples measuring thfde. No coolant from the dirt purge holes was measured along
freestream and coolant temperatures were reported by the magpd Jownstream portion of the blade tip, and as such, only the
facturer to read within=0.2°C. The total uncertainty in effective- fqnt portions of the tip were measured.
ness was found to bé7=+0.046 at=1 and 6»=*0.046 at  Figyre 6 presents the measured adiabatic effectiveness contours
7=0.2. The total uncertainty in heat transfer measurements Wgs the small tip gap case at four different blowing ratios, ranging
6% at Nipp=45 and 10.5% at Ny, =55.7. Note that the uncer- from 0.10% to 0.38%percents based on passage float the
tainty is higher in the immediate vicinity of the dirt purge holegowest blowing ratio, the dirt purge holes cool only a portion of
where the heat flux is not uniform. The nonuniformity of the hegfq tip downstream of the holes. There is very little cooling mea-
flux does not affect the ratios of the heat transfer coefficients with,.eq within the dirt purge cavity. There is a dramatic increase in
and without blowing, however, because this effect is canceled.ihe measured adiabatic effectiveness levels as the coolant flow is
. increased for the small tip gap. The maximum effectiveness for
Experimental Test Cases the lowest blowing ratio was 0.86 while a maximum value of
This series of experiments focused on investigating the effect g&=1.0 was reached for the 0.19%, 0.29%, and 0.38% blowing
tip gap height and blowing ratio as indicated in Table 2. Withatios. For coolant injection greater than the 0.19% case, a com-
regard to the tip gap height, two different gaps relative to the spatetely cooled region was measured to extend from the pressure
were investigated, including gaps that were 0.5@%cand 1.63% side of the tip to the suction side. Interestingly, the coolant is also
(H) of the span. Through the remainder of this paper these two fipesent upstream of the dirt purge holes such that at the highest
gaps will be referred to as small and large tip gaps. With regard Iddowing ratio, the coolant extended to the leading edge of the tip.
the blowing from the dirt purge holes, cases at each tip gap heigfttis is because the coolant exiting the dirt purge holes impacted
were measured with a coolant flow rate that ranged from 0.10%ttee shroud and then propagated outward in all directions. These
0.38% of the primary core flow. Note that these flow rate rangegry high effectiveness levels in the leading-edge region indicate a
were chosen to simulate engine conditions. A baseline case vsasuration of the coolant within the tip gap. In general, this is
also considered for heat transfer measurements that had the cinsistent with field-run hardware where this portion of the airfoil
purge cavity present, but no holes. Measurements were perfornied little evidence of tip oxidation.
at both gap heights for the baseline case. Figure 7 presents the measurements of adiabatic effectiveness
The global and local ratios of mass and momentum fluxes wezentours for the large tip gap. Results indicate a significantly re-
calculated for the blowing cases and are also given in Table 2. Ttheced benefit of the coolant exiting the dirt purge holes as com-
global mass and momentum flux ratios were based on the incidgared to the small tip gap. As the coolant is increased, the experi-
inlet velocity to the blade passage, while the local mass and nmments show a much broader cool region downstream of the cavity.
mentum flux ratios were based on the local tip flow conditions farhis spreading of the coolant for the higher blowing ratio cases is
each of the two dirt purge holes. To compute the local externedused by an impingement of the jets onto the shroud. At the

0.10% 0.19% 0.29% 0.38%

0 01 02 03 04 05 06 07 08 09 1

Fig. 6 Adiabatic effectiveness contours taken along the tip with dirt purge blowing for the small tip gap
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Fig. 7 Adiabatic effectiveness contours taken along the tip with dirt purge blowing for the large tip gap

0.38% coolant injection, there is coolant present with the ditést section, the flow near the wall is slightly cooler than the
purge cavity and upstream of the cavity. This is more similar tmidspan temperature, resulting in nonzero effectiveness levels.
the small tip gap where coolant is filling the entire gap. All of the adiabatic effectiveness measurements for dirt purge
The camber line of the blade is used to compare data andceses are summarized by considering an area average that was
defined in Fig. 8. This line extends through the midsection of ttealculated for a region defined from the leading edge to a location
blade. Effectiveness data were taken along the camber line of #ileng the pressure side efC=0.3. A line drawn normal to the
blade, shown in Fig. 9, to further illustrate the differences betwegmessure side extending to the suction side defines the area. These
the cases tested. The vertical lines on both plots indicate the loeaea averages, which represent effectiveness averages over 46% of
tion of the dirt purge holes. For the small tip gap shown in Fighe total blade tip area, are shown in Fig. 10. Overall there is a
9(a) the 0.10% case has significantly lower effectiveness valudsamatic difference between the small tip gap and the large tip gap
than the other coolant levels. For the 0.19%, 0.29%, and 0.3&each blowing ratio. The small tip gap shows the average effec-
cases, there is hardly any difference in peak values between tiveness increases with blowing ratio, but is leveling off at the
cases, but there is increased spreading in the leading-edge redjiger injection levels. The area averages for the large tip gap case
with increased blowing. Also, at the higher blowing ratios, thehow that the effectiveness only slightly increases when the blow-
camber line shows that the adiabatic effectiveness reaches a vahgeratio is increased from 0.10% to 0.19% with larger increases
of one almost all the way to the stagnation poirtG=0). For being measured beyond 0.19% injection levels.
the large tip gap shown in Fig.(9 the effectiveness steadily
increases with each blowing case, as was discussed for the con-
tour levels. Both the peak values and spreading in the leadi at Transfer Results
edge are increased with each increase in blowing rate. HoweverAs discussed, separate experiments were performed to measure
there appears to be no benefit of nearly doubling the coolant fldwat transfer for baseline cases with no blowing and for the blow-
from 0.10% to 0.19% at the large tip gap until downstream of thag cases at both tip gap heights. These measurements were com-
second hole after which there is more spreading of the coolant fueted using a constant heat flux boundary condition on the tip
the higher coolant flow. Also, the overall effectiveness levels asurface. Baseline studies with no blowing were used to validate
lower at the large tip gap relative to the small tip gap. the current experiments with previous ones by comparing with a
For all cases shown in Figs(® and 9b), the results indicatey  fully developed channel flow correlation. The heat transfer for the
values that are above zero outside of the region affected by thlewing cases was normalized by the baseline cases to provide the
dirt purge blowing. The reason for this nonzero effectiveness levatat transfer augmentation associated with each blowing case con-
is due to a thermal boundary layer effect. As was discussed in thidered. Also, the results from the adiabatic effectiveness experi-
experimental section of this paper, the heaters for the main gasnts were combined with these heat transfer measurements to
path are located significantly upstream of the test section. As theantify the overall blade thermal loading for each of the blowing
flow progresses through the contraction of just upstream of thases.

Camber
Line

0 0.1 02 03 0.4 0.5 0.6 07 0.8 0.9 1
x/C
Fig. 8 Definition of the blade camber line
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P — reported in the literature to provide accuracy to within 6% as
e 010% Conlant Flow reported by Kakaet al.[19] for a large Reynolds number range

—e— (1.29% Coolant Flow (10*<Re<10%).
0.38% Coolant Flow

03
Nu¢g=0.0214Re’®— 100 P4 2)

Mayle and Metzgef5] furthered this correlation for a tip gap
by adding an augmentation factor to account for the overwhelm-
ing entry-region effects of thin blade tips. This augmentation fac-
tor, which was taken from Kays and Crawfdi20], allows blade
designers to relate overall blade tip heat trandfara given blade
thickness and tip gapto an overall heat transfer expected in a
fully developed channel as shown in E@®). Equation(3), as
pointed out by Mayle and Metzg¢¥b], accounts for the fact that
only one side of the channéblade tip was heated.

06

04

02

3
Nu/Nug=1+ L./D; ?3)
Comparisons have been made to the data of Jin and Goldstein
[15] and Bunker et al[14] that confirm this augmentation factor
approach. Although Mayle and Metzggs] first noted the aug-
mentation factor, their data have not been included in this com-
parison because only experiments performed on airfoil shapes
were considered. This is because the plotting variables were based
on blade exit velocity, of which there is no equivalent in the
Mayle and Metzger tests. Figure 11 shows Nusselt number values
based on the hydraulic diameter of the tip d2h or 2H plotted
as a function of the blade Reynolds number based on the exit
velocity and hydraulic diameter. The Gnielinski correlation has
been plotted for severdl; /Dy, ratios as shown on the plot. Note
thatL; represents the maximum thickness of the blade. As known
0.0 : for turbulent channel flow, fully developed conditions generally
0.0 ol 02 e 2 0.4 03 occur forL/D,>20[20]. The correlations given in Fig. 11 indi-
cate similar trends to the experimental data despite very different
Fig. 9 Effectiveness taken along the blade camber line for the blade shapes with the largest outliers occurring at the lowest blade
(a) small and  (b) large tip gaps Reynolds numbergnot tip gap Reynolds numberit should be
noted that theL/D,, ratios are based on the maximum blade
thickness, and the Nusselt numbers are the average values calcu-
lated for the tip surface. Therefore, this ratio is not a perfect rep-
Baseline Cases—No Blowing. Previous studies have com-resentation of a blade profile. More experiments should be per-
pared flow in a turbine blade tip gap to that of a fully developetprmed to further verify this trend.
channel flow correlation for turbulent flow in a duct. The correla- The baseline results are presented as contour plots of Nusselt
tion that was used for comparison was developed by Gnielingkiimber(based on chopdin Fig. 12. Note that the chord rather
[18]. Gnielinski’s correlation is given in Eq(2) and has been than hydraulic diameter was used for these contour plots to illus-
trate the differences in the heat transfer coefficients along the

blade tip for both tip gaps. Also, it is important to recognize that
the heat flux is not uniform in the immediate vicinity of the dirt
purge holes. Results at both gap heights show similar trends, how-
10 ' ' ' ® ever, the large tip gap shows higher Nusselt numbers at the blade
g trailing edge relative to the small tip gap. This increase in heat
transfer at the larger tip gap trailing edge is a result of the in-
08 - . creased entry region effect relative to the small tip gap. With
smallerL/Dy, values(for the large tip gap the entry region is
- expected to have a greater effect, as mentioned at the beginning of
0.6 - - this section. For the large tip gap, théD,, is as low as 1 across
— the trailing edge of the tip surface, whereas for the small tip gap
n theL/D,, is 3.5.
04 L | i The area-averaged Nusselt numbers are given for each case to
quantify the increase in heat transfer with gap height. For these
cases, the Nusselt number at the large tip gap is 3.2 times that of
the small tip gap when based on the exit velocity and hydraulic
diameter. By using Reynolds number scaling for a turbulent chan-
nel flow, the large tip gap is expected to have 2.4 times the heat
transfer of the small tip gap. This larger than expected increase
0.0 ' L ' ' results from the overwhelming entry region effects, which serve to
0.0 01 02 03 0.4 0.5 greatly increase the tip heat transfer.
% Coolant As shown in Fig. 12, there are regions of low heat transfer
immediately downstream of the dirt purge cavity for both tip gap
Fig. 10 Area-averaged effectiveness of the tip at various cool- heights. This is near the thickest portion of the blade and repre-
ant blowing levels sents the area of lowest heat transfer on the blade tip. This region

0.8

0.6

0.4

0.2

u ® Small Tip Gap
W Large Tip Gap
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Fig. 11 Comparison of experimental data to a fully developed correlation

was first pointed out by Bunker et &ll4] and has been confirmed sure side due to mainstream and leakage flow interaction. This
by other authors. Within the dirt purge cavity, there are high hesdgion occurs within the entry region, is more dominant at the

transfer coefficients resulting from low velocity flow recirculatioriarge tip gap than at the small tip gap, and extends over a large
in the cavity. Overall, the leading-edge region experiences relggion of the tip for the large tip gap.

tively low heat transfer outside of the dirt purge cavity relative to ) ] ) ]
the trailing edge. Heat Transfer Augmentation With Blowing. By comparing

Also seen on these contour plots are regions of high heat traffe heat transfer with blowing to that of the baseline cases, the
fer along the pressure side that begin aro®i8,,,,=0.1 and augmentation associated with tip blowing can be studied. The
extend until the trailing edge. These regions of high heat transfgamber line plots for the dirt purge blowing are shown in Figs.
have been noted by Morphis and Bindd] and Bindon[16] to  13(a) and 13b) for the small and large tip gaps, respectively. For
be the separation-reattachment region that forms along the priesth tip gaps, the heat transfer is increased with blowing for the

Nug o

2500
7643
6786

5528

M

Nu, . = 4653 Nu, . = 5024

Nuy, =26

4214

Nu,p, =84 35

2500

Fig. 12 Baseline Nusselt number contour plots for the (a) small and (b) large tip gap
heights
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Fig. 13 Camber line data for h¢/h, for the (a) small and (b)
large tip gaps
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Fig. 14 CFD predictions of dirt purge streamlines for the large
tip gap [21]

peak in heat transfer to be located further downstream than the
peak in film effectiveness for this case. The 0.10% case is shown
to verify that there are no vortices at this case, but rather flow
exiting the holes and immediately flowing out of the gap region.
Peaks of heat transfer are seen immediately around both of the
dirt purge holes in Fig. 13. The reason for this is that the holes cut

region of 0<x/C<0.25. Beyondk/C=0.3, there is no difference out of the foil heater had high current gradients very near to the

between any of the cases because the dirt purge blowing doesmales, resulting in high heat transfer coefficients.

affect heat transfer in this area. In comparing Fig. 13 with Fig. 9, Area averages of the heat transfer augmentation for both tip

there are striking differences between the two data sets. The filgaps are shown in Fig. 15. Again, these averages are over the
cooling effectivenesgéFig. 9) extends further down the blade thanforward 46% of the blade tip area, so that only the area affected

does the heat transfer augmentation. For the small tip gap, the fibyn the blowing is considered. These results show there to be the
cooling remains neap=1 out tox/C=0.25 for the highest blow- same heat transfer augmentation for the lowest blowing ratios at
ing ratio, whereas the heat transfer augmentation is at a value of

one at that location. This shows that for the small tip gap, the dirt

purge holes are impinging upon the shroud and effectively spree”- 3,
ing coolant flow while the heat transfer increase is localize
around the hole exits. For the large tip gap, there are localiz B Large Tip Gap
peaks of film effectiveness for each of the three highest blowir
ratios located aix/C=0.15 for the 0.19% case, and nedalC

=0.2 for the 0.29% and 0.38% cases. These peaks of adiab:
effectiveness correspond to peaks of heat transfer. At the 0.2¢

and 0.38% cases, the peaks are located at the same position, =——
gesting that the coolant flow has impinged upon the shroud aly'hy
returned back to the tip. For the 0.19% case, however, the pe: L -
are not colocated. Instead, the peak in heat transfer is local
downstream of the peak in film effectiveness. This suggests that
this particular blowing ratio, the dirt purge jet is causing flon
vortices to form near the jet that do not cause high film effective 1.0 u 7

ness, but do increase the heat transfer.

CFD results by Hohlfeld[21] predicted these voritices.
Coolant-flow streamlines for the large tip gap are shown in Fig 0.5 L 1 ' 1
14. At the highest blowing rati@0.38%9, the coolant is spread in
all directions after hitting the shroud. At the 0.19% case, the fir:

T T T T
® 3mall Tip Gap

20 F T

15 | b

0.0 01 02 0.3 0.4 0.5

%% Coolant

dirt purge hole is split by the second hole such that part of the
flow rolls into a vortex around the right side of the second hole jetig. 15 Area-averaged heat transfer augmentation for the
This vortex extends the full gap height and is what causes thmall and large tip gaps
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Fig. 16 Contour plots of NHFR for the small  (top) and large (bottom ) gap heights at all blowing ratios

both tip gaps. As the blowing ratio increases, however, the smalhis region is caused by the vortices created by the dirt purge
tip gap shows increasingly higher augmentation than the large bfwing, which are not seen in any of the other cases, as was
gap. This higher augmentation is because of the influence of theeviously discussed.

three-dimensional vortices formed as the jets exit the dirt purgeNHFR values along the camber line are shown in Fig. 17 for
holes. As was discussed in the adiabatic results section, flow fréhe small and large tip gaps. For the small tip d&fm. 17a)],

the dirt purge holes for the small tip gap can flood the leadinghere is increased spreading of the NHFR in the regierxC
edge gap region, causing very good cooling over most of the0.3 as blowing increases. The highest blowing c&%88%
leading edge. At the large tip gap, the flow is blowing off the tighows a large spike at the first dirt purge hole. This is caused by
surface and impinging on the shroud. Because of this, the addgh heat transfer immediately surrounding the dirt purge hole,
mentation is higher at the small tip gap than at the large tip gap fehere the uncertainly is higher due to nonuniform heat flux, as
the same blowing ratio. discussed previously. For the large tip gap, there is generally in-
. - creased NHFR with increased blowing with the exception of the
Net Heat Flux Reduction. Combining the heat transfer mea- ion around/C=0.2. Around this arega, the 0.19% caF;e actually

surements with the film effectiveness measurements can give ws lower NHER than the 0.10% case due to the decreased film
overall cooling benefit in the form of a net heat flux reductioréf.rectiveness '

(NHFR). Shown in Eq.(4), NHFR is an established method of
evaluating the overall effect of a cooling scheme on a surfa
[22],

Area averages of the NHFR values were calculated for the for-
ard part of the blade. The results, shown in Fig. 18, indicate the
NHFR is always higher for the small tip gap. For the small tip
gap, the NHFR levels increase nearly linearly with blowing ratio.
For the large tip gap, however, the lowest blowing ratio shows
higher NHFR values than the 0.19% case, although increases in
blowing ratio result in increased NHFR.

NHFR=1—(h; /ho)[1— 7- )] ()

All variables have been measured experimentally excep#,for
which was assumed to be 1.6 based on previous litergfifte
This value corresponds to a cooling effectiveness of 62.5%. ﬁi .
this equation shows, when high heat transfer augmentation is anlusmns
accompanied by high film cooling, the NHFR can become nega-Intended to prevent dirt and dust particles from clogging
tive. A negative NHFR means that there is an increased heat Icadaller film-cooling holes, dirt purge holes can provide significant
to the blade surface, which is undesirable. cooling to the leading edge of a blade tip. Note that in an engine

The NHFR values were calculated locally for each case and atesign, the entry corner and trailing-edge regions also need to be
shown in Fig. 16. The NHFR is always higher at the small tip gagooled. The dirt purge jets provided a significant amount of cool-
relative to the large tip gap. This can be attributed to the mudhg for the leading-edge area, particularly for the small tip gap.
higher film-cooling effectiveness and only slightly higher hedErom the contours and profiles on the tip for the small gap case, it
transfer augmentation of the small tip gap relative to the large tygas apparent that there was an overcooling of the leading-edge
gap. At the small tip gap, the NHFR always increases with blovarea for coolant injections that were greater than 0.19% of the
ing. For the large tip gap, the area downstream of the dirt purgeain passage flow. Increased blowing resulted in a larger cooling
cavity shows increased NHFR values with increased blowingenefit for the large tip gap as compared to the small tip gap,
however, for the entire leading-edge region, the 0.19% case afthough the small tip gap always showed higher overall effective-
pears to be lower than the 0.10% case. This is because of ttess for the same blowing ratio. For the large tip gap, which is
slightly negative NHFR downstream of the second dirt purge holmost likely to occur for operating engine conditions, the lower
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T T T tip gap tends to be higher than that of the large tip gap. By com-
—a— 0.10% Coolant Flow bining the adiabatic effectiveness and heat transfer measurements,
—e— 0.19% Coolant Flow the large tip gap experienced less benefit than the small tip gap of
iF —e— 0.29% Coolant Flow ] the dirt purge cooling. For the large tip gap, the NHFR decreased
—&— 0.38% Coolant Flow from the 0.10% case to the 0.19% case, but increased with subse-
quent blowing ratios. Overall, the measurements indicate that bet-
z ter NHFR from the dirt purge holes can be achieved for a small tip
NHFR gap as compared to a large tip gap.
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| Nomenclature
B, = axial chord
4 C = true chord of blade
C, = pressure coefficiencpz(pfpm)/(puizn/Z)
d = hole diameter of the dirt purge
3 Dy = hydraulic diameter, always used as 2h or 2H
h = small tip gap height
H = large tip gap height
2 h; = film heat transfer coefficient
ho = blade heat transfer coefficient with no blowing
NHFR =
k = thermal conductivity
1 I = local (p.U?/p..U2) or global (p,U2/p;,UZ) momen-
tum flux ratio
L = local thickness of blade
0 Lmax = max local thickness of blade
() L+ = max thickness of blade overall
m = mass flowrate
-1 L ' ' M = local (p.U./p..U.) or global (p.U./p;,U;,) mass
0.0 0.1 02 . 03 0.4 0.5 flux ratio
NHFR = net heat flux reduction, see E@)
Fig. 17 NHFR taken along the Camber line for the (&) small Nup, = Nusselt number based on hydraulic diameter,
and (b) large gap heights h(Dy,)/k
Nurg = Nusselt number at fully developed condition based on

coolant injection rates of 0.10% and 0.19% of the passage f|0VNu0,C

the coolant was only effective within the dirt purge cavity and jus»,quaDh

downstream of the cavity. As the coolant injection was increased

to 0.29% and 0.38% for the large tip gap, cooling was evident p

within, upstream, and downstream of the purge cavity. P,, p
Heat transfer measurements indicate that heat transfer augmen- pr

hydraulic diameterh(D},)/k, see Eq. 2

baseline Nusselt number based on cht()/K
baseline Nusselt number based on hydraulic diameter,
h(Dy)/k

blade pitch

total and static pressures

Prandtl number

tation with blowing is increased with higher blowing ratios for qr, = heat flux supplied to tip surface heater
both gap heights tested. Also, the augmentation seen for the small q! = heat flux loss due to radiation
R = resistance in).
Re, = inlet Reynolds numbetJ;,(C)/v
3 T T ' ' Re,, = Reynolds number based on local velocity and hydrau-
®  Small Tip Gap lic diameter,U ca (D) /v
W Large Tip Gap ° Re,pn = Reynolds number based on exit velocity and hydrau-
lic diameter,U.(Dy)/v
Re = Reynolds number
2 - - S = surface distance along blade
b T = temperature
— . Uiocal = local velocity on tip gap
NHFR U.y, = exit velocity (at blade trailing edge
U;, = inlet velocity (1 chord upstreain
1k - i x = distance along blade chord
o Greek
u n = adiabatic effectiveness;= (T, — Taw)/(Tin—T¢)
A = denotes a difference in value
u | p = density
0 L 1 ' : v = kinematic viscosity
0.0 0.1 02 03 0.4 0.5 e = emissivity of tip heater surface, always set to 0.93.
% Coolant # = dimensionless temperature ratiofl,..(—- T.)/(T.
—Ty), always set to 1.6.
Fig. 18 Area-averaged NHFR for both gap heights 0, = dimensionless thermal fieldT(—T)/(T..—T,)
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Large Eddy Simulation of Flow
and Heat Transfer in a Channel
Roughened by Square or
Semicircle Ribs

Joon Ahn The internal cooling passage of a gas turbine blade has been modeled as a ribbed
Haecheon Choi channel. In the present study, we consider two different rib geometries, i.e., square and
semicircle ribs, in order to investigate their thermal and aerodynamic performance. Large
Joon Sik Lee eddy simulations (LESs) of turbulent flow in a ribbed channel with a dynamic subgrid-

scale model are performed. In our simulation, the no-slip and no-jump conditions on the
rib surface are satisfied in the Cartesian coordinates using an immersed boundary
method. In order to validate the simulation results, an experimental study is also con-
ducted, where the velocity and temperature fields are measured using a hot wire and a
thermocouple, respectively, and the surface heat transfer is measured using the thermo-
chromic liquid crystal. LES predicts the detailed flow and thermal features, such as the
turbulence intensity around the ribs and the local heat transfer distribution between the
ribs, which have not been captured by simulations using turbulence models. By investi-
gating the instantaneous flow and thermal fields, we propose the mechanisms responsible
for the local heat transfer distribution between the ribs, i.e., the entrainment of the cold
fluid by vortical motions and the impingement of the entrained cold fluid on the ribs. We
also discuss the local variation of the heat transfer with respect to the rib geometry in
connection with flow separation and turbulent kinetic energy. The total drag and heat
transfer are calculated and compared between the square and semicircle ribs, showing
that two ribs produce nearly the same heat transfer, but the semicircle one yields lower
drag than the square on¢DOI: 10.1115/1.1811098
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Engineering,

Seoul National University,

Seoul 151-744, Korea

Introduction geometry of rib cross section. For instance, a round cross section

The cycle efficiency of a gas turbine can be enhanced throut likely to reduce the size of the recirculation zone and rel_leve the
ressure drop. The ribs can be also rounded due to improper

raising its inlet temperature. However, there is a limitation in in- anufacturing or wear during the operation. Hence. we need to
creasing the inlet temperature due to the material problem. AL 9 g P : !

cordingly, blades subject to high temperature are manufacturea‘f%esngate whether a rounded rib, indeed, produces a better per-
have internal cooling passages equipped with filjs Therefore, ormance or not. .
the pressure drop and heat transfer characteristics inside the co gho etal.[3] reported_by measuring t.h‘.e IOCQ' heat tran_sfer
ing passage have been investigated for better design of a gas &ipnd the wall between ribs that the semicircle rib shows higher
bine blade. heat transfer rate than the conventional squar.e.rlb. Qn the other
One of the important factors determining the flow and hed@nd, Liou and Hwan@4] showed that the semicircle rib results
transfer characteristic is the geometry. Among the geometric g3-& lower heat transfer rate than the square one. Taslim and Ko-
rameters affecting the heat transfer characteristics, the ratios of {AEY [5] pointed out that a rounded rib corner deteriorates the
rib height to channel heighte/H) and the rib pitch to height heat transfer performance of the n_b. As is clear'from these experi-
(=ple) are important ones. In general, the increase in the rfpental results, the effect of the rib cross-sectional shape on the
height increases the heat transfer, but raises the pressure drop.8f transfer characteristics is still unclear and thus should be
optimume/H is known to be around 0.[2]. There also exists an investigated further. _ _ _
optimum pitch, since the pitch should be longer than the recircu- Most of the egrller computational studies on the rlbped channel
lation zone formed behind the rib. The ratio of the rib pitch tave been restricted to RAN&eynolds Averaged Navier-Stokes
height recommended is about 10 for the Reynolds number ranggulation. Although it predicts the mean flow field fairly well,
of interest[2]. Since the optimum values of the aforementionethe standarck-e model fails to capture the sharp peak in the
geometric parameters are well established through the extendi@ulence intensity profile observed near the rib. It also underpre-
experimental data, we pay our attention to the cross-sectional gécts the heat transfer rate and does not capture the high heat
ometry of the rib in the present study. transfer rate ahead of the rib. Acharya et[d] indicated the
Heat transfer in a ribbed channel is locally deteriorated imméeason for this failure of the standakee model twofold: first, the
diately behind the ribs. The recirculation zone caused by flol@rge-scale motion is not properly reflected in ki model, and
separation is responsible for the low level of heat transfer. Agecond, the introduction of the wall function may cause the dis-

tempts have been made to alleviate this problem by changing grepancy in the heat transfer.
Recently large eddy simulatioi.ES) has been performed for
Contributed by the International Gas Turbine InstitU@Tl) of THE AMERICAN  Tlow and heat transfer inside the ribbed channel. Ciafalo and Col-
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME OURNAL OF  |ins [7] performed LES and captured the high heat transfer region
TURBOMACHINERY. Paper presented at the International Gas Turbine arﬁi| front of the rib. Near the wall. however. their result overesti-
Aeroengine Congress and Exhibition, Vienna, Austria, June 13—-17, 2004, Paper No. - . ! !
2004-GT-53401. Manuscript received by IGTI, October 1, 2003; final revisiognated the streamwise velocity, temperature drop, and streak spac-

March 1, 2004. IGTI Review Chair: A. J. Strazisar. ing due to the lack of resolution. More recently, Murata and Mo-

Journal of Turbomachinery Copyright © 2005 by ASME APRIL 2005, Vol. 127 | 263

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Flow and geometric parameters | | | I

Present Present Liou and Hwang

(LES) (Experiment  Cho et al.[3] [4] U, H
Re 30,000 30,000 30,000 13,000
ple 10 10 10 10 r—p—d &.
AR 0 8 2 4 e \ 4
e/H 0.1 0.1 0.1 0.13 y ?

X
(@) < 0
chizuki [8] performed LES using the dynamic subgrid-scale
model[9,10], but their simulation was performed at the Reynolds
number roughly 10 times lower than that of a real gas turbine 1°S¥'e5 10 cycles
blade. ~ R e R
In the present study, we perform LES for two different rib T y N W R S y)

cross-sectional geometries, i.e., square and semicircle. Other ge Upstream Duct TestSaction Dokt
metric parameters, such as the blockage ratio and pitch, are fixe 3 8 Duct
to be similar to the values typically found in a gas turbine blade(b) u;’:;'ﬁl:mﬁ © Lentsy) 6 cycles
(see Table 1 We also conduct an experimental study to validate
the simulation. First, we compare the time-averaged results frgfly. 1 computational domain and experimental setup: (a)

LES with those from the present and past experiments to veriggmputational domain; (b) schematic of experimental setup

that LES accurately predicts the flow and heat transfer character-

istics. Second, we investigate the instantaneous thermal and flow

fields to draw a mechanism responsible for the local heat transilea{ble 2 Grids are clustered near the wall and around the rib

distribution. Finally_, We compare the thermal performances frOghn‘ace .in the streamwise and wall-normal directions. Uniform

the two cross-sectional geometries. grids are used in the spanwise direction. The simulations are car-
. . ried out for 10,000 time steps to reach a fully developed flow.

Computational and Experimental Setup After the initial 10,000 steps, an additional 10,000 time steps

Numerical Method. The governing equations for LES are the(tUb/Dh=5) are performed 10 obtain the statistics.

grid-filtered continuity, Navier-Stokes, and energy equations for Experimental Apparatus. Our experimental setup is de-

incompressible flow and heat transfer, signed to form a fully developed ribbed-duct flow as shown in
U Fig. 1(b). A wind tunnel is used to supply the flow to the channel
— _m=0 (1) at the bulk speed=<Uy) of 5 m/s. Its cross-sectional area is
IX; 0.4 mx0.05m, with which the bulk Reynolds number is Re
) b1 u o =30,000. The Prandtl number is #0.71. The duct, which is
4 —UUu=——+ — SNl f; (2) made of polycarbonate, is composed of the upstream, ribbed, and
gt axg 'l axp Reaxjax; X downstream ducts. The upstream duct is installed to introduce a
— — fully developed channel flow to the ribbed duct. Data are acquired
£+ i?izi T _ ﬁJrq) 3) in the middle of the ribbed duct. There are more than 10 ribs
ot ax; ! ReProxjax; dx; upstream of the measuring point in order to secure fully developed

G%W at the test section. Additional 10 ribs and downstream duct

In the above equations, an overbar represents a grid-filtered valug, . ;
7;; is the subgrid-scale stress aggis the subgrid-scale heat flux. aLitlnes;(ti?lled after the test section to exclude any effect from the

Here, r;; andg; are the terms to accommodate unresolved smal“y, T\ ice Velocity and turbulence intensity are measured
scale motion modeled with a dynamic subgrid-scale model Y y

[9,10,11. The periodic boundary condition is applied in theusing an I-type hot wire anemometry. The temperature profiles are

streamwise X) and spanwisez) directions, and no-slip and no- also measured at several streamwise locations using a T-type ther-

jump conditions are applied on the channel wall. The no-slip afgocouple. Because the local distribution of the heat transfer rate
no-jump conditions on the rib surface are applied in Cartesi  @n Important property to .val!date the S|mullat|or.1, W€ measure
coordinates using an immersed boundary method. In this meth gusing TLC (thermochromic liquid crystalwith high spatial

the momentum forcind; and heat source/sink are provided to resolution. - . . )
satisfy the no-slip and no-jump conditions at the rib surface, re_The heat transfer coefficients(h) in a channel flow is defined
spectively. A mass source/simk is given to satisfy the continuity

for the cell containing the immersed boundary. The numerical q"=h(T,—Tp) 4)

details are found in Kim et a[.12] and Kim and Cho{[13].

The numerical method used consists of a semi-implicit fraé® 90ld-coated film is used to supply uniform heat flux, whose

tional step method and the second-order central difference schefflie (=0") is measured through a power meter. The heating film

in space. The periodic boundary condition is justified using a sUg attached on the 12.7 mm thick polycarbonate test section.
ficiently large computational domain. In order to decide the

streamwise domain size, we conducted simulations with two dif-

ferent computational domain sizes, respectively, containing three Table 2 Computational parameters

pairs of ribs and one pair of ribsee Fig. 1a) for pairs of three

ribs). They resulted in nearly the same time-averaged values of Square Semicircle
flow and heat transfer quantities. Therefore, below we presesiid number 128128x 48 128x 160x 48
results from the simulation with a streamwise computational do- Ax 0.015-0.231e 0.015~0.193e
main size containing only one pair of ribs. The spanwise domain A)z/ 0.01041&(2961e 0'01051&%:9563
size is set to be 245times the rib height; the two-point correla- »¢ ;. /p, 0.0005 0.0005
tion at the separation distance of half the domain size shows zer@rL,,,, 0.7 0.7
falloff. The information about the grid system is summarized ia
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Formed polystyrene of 50 mm thickness is used beneath as an 5
insulator. The bulk temperaturd () is evaluated as a function of
the streamwise location. The wall temperatufg,) is measured
using TLC with a hue capturing technique in a steady state. The ar
liquid crystal has a color changing temperature range from 25°C
to 45°C. With the wide bandwidth of the TLC, entire temperature

distribution is captured from a single image. @ 3¢ |
The uncertainty is evaluated on 20 to 1 0od85% confidence =
level). All the uncertainty values are evaluated based on single- o 1

sample experiments proposed by Kline and McClintpbk. The

uncertainty of the dimensionless temperat@res estimated at
®=0.5, and its value is 14.5%. The uncertainty of the heat trans- 1r
fer coefficient f) is 13.0% at its typical value of 100 W/AK.

Results and Discussion

Time-Averaged Quantities. Time-averaged streamlines for
both the square and semicircle rib cases show three characteristic 5
recirculation bubbles between rilifig. 2): main recirculation
bubble behind the rib, a secondary one near the backward-facing
corner, and a bubble in front of the forward-facing corner. How-
ever, last two bubbles are significantly weakened for the semi-
circle rib case. The reattachment locations sfe~4.5 for both
cases. For the square rib case, a separation bubble is observed also
on the top of the rib.

The time-averaged streamwise velocity profiles at three differ- ol
ent streamwise locations from LES show good agreement with the
present experimental data for both cagéfg. 3). The mean ve-
locity profiles follow the experimental data very well, down to the 1t
rib height (y/e=1). Especially, the agreement ate=0.5 is of
great interest because the flow has not been well predicted from
RANS[6]. Figure 4 shows the turbulence intensity profiles, which 0 < 7
agree well with the experimental data. Especiallys/at= 0.5, the (b) u/U, =1
peak in the turbulence intensity formed around the rib height is
successfully captured by LES. An excellent agreement is alg@. 3 Time-averaged streamwise velocity profiles: (a) square
found for the time-averaged temperatisee Fig. 5. rib; (b) semicircle rib. —, LES (present); @, experiment

Liou et al. [15] reported that the behavior of heat transfer i¢present)
closely related to the turbulent kinetic enerdg) .(Maximum tur-
bulent kinetic energy occurs right above the rib for the square rib,
while it is observed ak/e~3 for the semicircle ril(see Fig. 6. ) )

For both cases, a band of high turbulent kinetic energy is formedLocal Heat Transfer Between Ribs. Figure 7 shows the
around the rib height. A relatively high turbulent kinetic energy idlusselt number distributions between the ribs, normalized by the
also observed near the forward-facing side of the rib. On the oth#¢ll-known Dittus-Boelter correlation for fully developed turbu-

hand, the turbulent kinetic energy is low, right behind the rident pipe flow. For the square riFig. 7(a)), the agreement be-
where the heat transfer is not active. tween Nusselt numbers from the present experiment and LES is

not as good as that between the mean temperatures, whereas the
result from the present LES agrees well with those by other ex-
perimental results. The Nusselt number in Figa)7shows two
sharp peaks near backward-facing and forward-facing corners and
one broad peak neare~ 3.5, which is about one rib heighe)

ahead of the reattachment point.

For the semicircle riiFig. 7(b)), the Nusselt number distribu-
tion between ribs is similar to that for the square rib because the
flow structures for both cases are characterized as the three vorti-
ces shown in Fig. 2. However, the local maxima near the
backward- and forward-facing corners for the semicircle rib are
not as sharp as those for the square rib, which is expected from
Fig. 2 in that the recirculation bubbles in the corners are much
smaller and weaker for the first than for the latter. The heat trans-
fer rate on the channel walNQ,) is slightly larger with the semi-
circle rib than with the square ritsee Table B Especially, the
semicircle rib improves heat transfer right behind the rib. Com-
pared to other data sets, the result from Liou and Hwptlg
shows a low heat transfer rate for the semicircle rib case. Judging
from the parameters summarized in Table 1, the performance of
the semicircle rib seems to be quite sensitive to the Reynolds
(b) number.

The instantaneous flow and thermal fields from LES are inves-
Fig. 2 Time-averaged streamlines from LES:  (a) square rib; (b) tigated to explain the mechanisms responsible for the local heat
semicircle rib transfer variation. Figure 8 shows the instantaneous velocity vec-

3+
()

y/e

y/e
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Fig. 4 Root-mean-square streamwise velocity fluctuation pro- Fig. 5 Time-averaged temperature profiles: (&) square rib; (b)
files: (a) square rib; (b) semicircle rib. —, LES (present); ®, semicircle rib. — LES (present); ®, experiment (present)

experiment (present )

they impinge on the rib and move in the spanwise direction. This
impinging motion is observed for both cases, but is weaker for the

tors together with the temperature contours. Many vortices, whiéﬁm'c'rde fib than for the square rib.

are identified using a vortex identification technigié] and  Heat Transfer on the Rib. While numerous measurements
marked as white circles, appear near the wall. By observing thave reported the heat transfer on the wall between ribs, there are
velocity vectors and temperature contours at the same time, gag data concerning the heat transfer on the rib surfa@ The

may notice in Fig. 8) that the cold fluid(bright gray is en-
trained toward the wall due to downwash motion induced by the
vortices, which enhances the heat transfer on the wall. From this
observation, we may be able to answer the question why the maxi-
mum value of the local heat transfer appears in front of the reat-
tachment pointsee Fig. 7. The reattachment point is only a sta-
tistical one where the time-averaged streamwise velocity gradient
is zero at the wall. Because the vortices near the wall entrain the
cold core flow and the clockwise vortices are prevalent, the en-
trained cold fluid tends to move backward underneath the vortices.
This relocates the peak of the time-averaged Nusselt number up-
stream of the reattachment point. Like in the case of the square (a) xle
rib, vortices entrain the cold core flow to enhance the heat trans-
fer. As is clear, the semicircle rib also enhances the heat transfer
with the mechanism similar to that by the square rib.

Another important phenomenon is the existence of sharp peak
in the Nusselt number in front of the ri-ig. 7). The instanta- o 2F-
neous flow and thermal fields in thez plane aty/e=0.06 are >
shown in Fig. 9 to explain the sharp peakNd. As shown, the 1
velocity and temperature vary significantly in the spanwise direc-
tion. Many instantaneous backward motions are also found, which o

9
indicates active vortical motions near the wall. The low- (b otz x?e &8 78
temperaturgbright gray patches are formed by the entrainment
and are elongated in the streamwise direction before they meet i@ 6 Contours of the turbulent kinetic energy from LES: (a)

front surface of rib. When they reach the front surface of the rikguare rib; (b) semicircle rib
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Nu / Nug

(@)

°© 1 Fig. 8 Instantaneous velocity vectors and temperature con-

tours in an xy plane (LES): (a) square rib; (b) semicircle rib

o
...QQQOOOQG.G.Q
‘).o

0O 0O p ..0

Nu / Nu,
N

data show the maximum Nusselt number on the forward-facing
side of the rib. The maximum heat transfer on the semicircle rib
seems to be related to the high turbulent kinetic energy observed
in front of the rib (Fig. 6(b)).

Many previous studies have evaluated the thermal performance
based on the heat transfer on the wall between the[ 8hdHow-
ever, a more accurate comparison of the performance may be

(b) x/e
Fig. 7 Time-averaged Nusselt number between ribs: (a) - 5 R
square rib; (b) semicircle rib. —, LES (present); @, experiment b o g W } S )
(present); O, Cho et al. [3]; O, Liou and Hwang [4] 7 r 095
6F B
- . . . ; ; B . G
heat transfer coefficient on the rib surface is thought to be high 5 . (- B o W
and a considerable amount of heat might be transferred from th, | \ § - - 4
rib surface. For the present square rib, 24% of heat is idealyNn [ ;
transferred to the fluid from the rib. Figure 10 shows the local 5} e —
variation of Nusselt number along the rib surface for both cases E ; A -
Here, the coordinaté is defined along the rib surfacé+£0 cor- oF ey P P o 0.15
responds to the forward-facing corner of the)ribor the square s 2 .,
rib (Fig. 10@)), the rate of heat transfer sharply decreases arouni  1fF L - N
the two edges of the ribé{e=1 and 2. This sharp decrease Nu g 8 ‘5 sl o
is due to the flow separation at the eddese Fig. 2a)). The 0 1 2 3 4 5 6 7 8 o9
prediction of Nu by LES shows a fair agreement with the mea- (a) xle
surement data by Liou and Hwaidj], considering different Rey-
nolds numbers investigated. i
For the semicircle rifFig. 1)), the heat transfer increases TF
from the forward-facing corner to the point rotated by 70 deg i (S}
along the surface of the semicircle and then decreases. Unlike fc 6F 0.95
the square rib, the flow separates at the backward-facing side ¢ .|
the semicircle rib(Fig. 2(b)). Therefore, the peak in the Nusselt g
number does not occur near the separation point, but occurs at tt® 4E
forward-facing side of the rib. Although the result by LES does ™ |
not agree well with the experiment by Liou and Hwgwdg, both 3F
2F
Table 3 Rib performance 1F 015
Square Semicircle 0_; .
NU, /Nu, 2.49 2.56 (b)
Q/Q, 3.29 3.28
AR 11.4 9.97 Fig. 9 Instantaneous velocity vectors and temperature con-
(Q/Q)/(fIfy)*R 1.46 152 tours in the xz plane at y/e=0.06 (LES): (a) square rib; (b)
semicircle rib
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5 6 1
z Nomenclature
3 4l e T, | AR = aspect ratio of the channe\R=W/H
o . CFL = Courant-Friedrichs-Lewy number
¢ D,, = hydraulic diameter of the channel
2/ . e = rib height
. . f = friction factor, f= — (dp/dx)Dy,/pUZ/2
. ‘ ‘ ‘ ‘ f; = momentum forcing
0 05 1 15 2 25 3 H = channel height
@) He h = heat transfer coefficient
k = thermal conductivity or turbulent kinetic en-
10 . , ergy, k= 1/2(U'2+v'2+w'?)
m = mass source/sink
Nu = Nusselt number, NahD;,/k
8r . Nu; = Nusselt number averaged over the channel wall
between the ribs
> 6l | p = rib to rib pitch or pressure
> Pr = Prandtl number, Pr v/«
3 Q = total heat transfer rate
Z 4t 8 q" = heat flux o
A 0; = subgrid-scale heat fluxg;=Tu;— Ty,
. * Re = bulk Reynolds number, ReU,D;,/v
2r . i s = coordinate along the solid surface
* T = temperature
s L s ! s s T, = bulk temperature
0 05 1 15 2 25 3 At = computational time step
(b) Ee Up = bulk velocity
u, v, w = streamwise, wall-normal, and spanwise veloc-
Fig. 10 Time-averaged Nusselt number on the rib surface: (a) ity components
square rib; (b) semicircle rib. —, LES (present); @, Liou and W = channel width in the spanwise direction
Hwang [4] X, ¥, z = Cartesian coordinates in the streamwise, wall-

normal and spanwise directions &, ,X,,X3)
Ax, Ay, Az = grid spacings irx, y, z directions
achieved when the heat transfer from the rib surface is includegreek Symbols
Therefore, we evaluated the total amount of the heat transfer as .
O] heat source/sink

0 = non-dimensional temperaturé=(T—T,)/(Ty,— Tp)
Q f Nuds 7ij = subgrid-scale stress;;=u;u; —uu;
— = (5) & = coordinate fitted with the rib surface
Qo Nupp s .
The results, including the normalized friction factor, are summa-Ubscrlpts ]
rized in Table 3. The semicircle cross section gives a better per- 0 = value of a fully developed turbulent flow in a smooth
formance between the ribs, but the total amount of heat transfer is pipe
almost the same as that of the square rib. On the other hand, the b = bulk
increase in the pressure drop is smaller for the semicircle rib than'ms = root-mean-square value
for the square rib, and thus the thermal performance W = wall
[=(Q/Qq)/(f/fo)*?] becomes 5% higher than that for the squarguperscipt
rib.

— = time-averaged value or grid-filtered value
] " = fluctuations
Conclusions

The flow and heat transfer in a channel roughened by squarel®kfarences
semicircle ribs were investigated using the large eddy simulation cshimi ) ) or of
(LES) technique. Comparing the time-averaged data from LES™ tﬁlnir;n 'mf;’ aﬁg’,ﬁgf%ﬁjuédl?}gg? ies and Heat Transfer of Turborna-
with the experlmental da_ta_: LES was found to predICF the flow and[z] Han, J. C., 1984, “Heat Transfer and Friction in Channels With Two Opposite
heat transfer characteristics very well. From the instantaneous Rib Roughened Walls,” ASME J. Heat Transfdé06, pp. 774—781.
fields, it was shown that the local peaks in the heat transfer raté3] Cho, H. H., Wu, S. J., and Kim, W. S., 1998, “A Study on Heat Transfer
along the wall are caused by the entrainment of the cold fluid by ~Sharacteristics in a Rib-Roughened Rectangular DUBtdc. of 11th Int

. . . . . Symp. on Transport Phenomertdsinchu, Taiwan, pp. 364—369.

th(:j‘ vortical n_10t|on_s and the impingement of the entrained COId[4] Liou, T.-M., and Hwang, J.-J., 1993, “Effect of Ridge Shapes on Turbulent
fluid on the ribs. Finally, the total amount of heat transfer by the  Heat Transfer and Friction in a Rectangular Channel,” Int. J. Heat Mass Trans-
semicircle rib was nearly the same as that by the square rib. Con-] fTer, |36<4?\,A pE- 93ld—340-tk G 1. 1968, “Low-Asoect-Ratio Rib Heat T

: . : aslim, M. E., and Korotky, G. J., , “Low-Aspect-Ratio Rib Heat Trans-
SIdermg the. penalj[y of the pressure drop caused by the rib, thg; fer Coefficient Measurements in a Square Channel,” ASME J. Turbomach.,
semicircle rib provides a better thermal performance by 5% at the 15g pp. 831-838.

flow conditions investigated than the square rib. [6] Acharya, S., Dutta, S., Myrum, T., and Baker, R. S., 1993, “Periodically De-
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Cooling the Tip of a Turbine Blade
Using Pressure Side Holes—Part
I: Adiabatic Effectiveness
Measurements

Durability of turbine blade tips has been and continues to be challenging, particularly
since increasing turbine inlet temperatures is the driver for improving turbine engine
performance. As a result, cooling methods along the blade tip are crucial. Film-cooling is
one typically used cooling method whereby coolant is supplied through holes placed
along the pressure side of a blade. The subject of this paper is to evaluate the adiabatic
effectiveness levels that occur on the blade tip through blowing coolant from holes placed
F. J. Cunha near the tip of a blade along the pressure side. A range of blowing ratios was studied
"o . whereby coolant was injected from holes placed along the pressure side tip of a large-
Pratt & Whitney, - ; S
. . . scale blade model. Also present were dirt purge holes on the blade tip, which is part of a
United Technologies Corporation, : ; .
. commonly used blade design to expel any large particles present in the coolant stream.
East Hartford, Connecticut 06108 . . . - .

Experiments were conducted in a linear cascade with a scaled-up turbine blade whereby
the Reynolds number of the engine was matched. This paper, which is Part 1 of a two part
series, compares adiabatic effectiveness levels measured along a blade tip, while Part 2
combines measured heat transfer coefficients with the adiabatic effectiveness levels to
assess the overall cooling benefit of pressure side blowing near a blade tip. The results
show much better cooling can be achieved for a small tip gap compared with a large tip
gap with different flow phenomena occurring for each tip gap setting.
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K. A. Thole

Mechanical Engineering Department,
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Introduction Relevant Past Studies

The performance of a turbine engine is a strong function of the One method for improving the thermal environment along the
maximum gas temperature at the rotor inlet. Because turbine dlfade tip is to inject coolant into the tip region. In a review paper
foils are exposed to hot gas exiting the combustion chambers, @& tip heat transfer, Bunk¢] states that for a blade tip there has

materials and cooling methods are of critical importance. Turbifg¢€n Very little film-cooling research reported in the literature

) . - : though film-cooling is widely used. Blowing from the tip has
blade designers concentrate heavily on finding better coolifid&" 4 . )
schemes to increase the overall operational life of all turbine ag en considered by Kim and Metzdd, Kim et al. [4], Kwak

i - - nd Han[5,6], Acharya et al[7] and Hohlfeld et al[8].
foils, namely the high pressure turbine blades. The clearance beg;, ot al. [4] present a summary of the experimental work that

tween the blade tip and the associated shroud, also known as #@\ietzger performed on tip blowing. In addition to concluding
blade outer air seal, provides a flow path across the tip that leaggt there is only a weak effect of the relative motion between a
to aerodynamic losses and high heat transfer rates along the blgidulated blade and shroud on tip heat transfer coefficient, they
tip. The flow within this clearance gap is driven by a pressurstated that there is a strong dependency of adiabatic effectiveness
differential between the pressure and suction side of the blade, botthe shape of the hole and injection locations. Note that a more
is also affected by the viscous forces as the fluid comes into cdgcent study by Srinivasan and GoldstEai, who used an actual

tact with the walls of the gap. airfoil, also indicated a negligible effect of the relative motion

The goal of the work presented in this paper is to assesd’gtween the tip and shroud on tip heat transfer coefficients with
Q)q exception being near the leading edge region. Four hole con-

cooling hole arrangement whereby holes are placed near the ti[%. rations were discussed by Kim et 4] that included the

a blade along the pressure side. Note that holes are also locate Bwing: discrete slots located along the blade tip, round holes

the tip, which are dirt purge holes that are required to expel d\@cated along the blade tip, angled slots positioned along the pres-
from the coolant stream. Comparisons of performance were magge side, and round holes located within the cavity of a squealer
for a range of coolant flows at two different tip gap settings. Thgy. The studies reported by Kim et al. were performed in a chan-
comparisons made in this pap@tart |) have been made throughnel that simulated a tip gap, whereby no blade with its associated
measurements of the adiabatic effectiveness along the turbffeav field was simulated. In comparing the discrete slots to the

blade tip. A companion paper, Part [I1], provides a full heat holes, their data indicated a substantial increase in adiabatic effec-
transfer analysis including the overall benefit of film-cooling ofiveness using the discrete slots for all blowing ratios tested. In-
the tip. jection from the pressure side holes provided cooling levels of
similar magnitude to the holes placed on the tip. Kim et al. also

reported that an increase in coolant mass flow for the discrete slots

Contributed by the International Gas Turbine InstitU@TI) of THE AMERICAN  and pressure side flared holes generally yielded improved cooling

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF  tg a given mass flux ratio beyond which increased coolant y|e|ded
TURBOMACHINERY. Paper presented at the International Gas Turbine arﬁecreased cooling effectiveness
fs .

Aeroengine Congress and Exhibition, Vienna, Austria, June 13—-17, 2004, Paper . .
2004-GT-53251. Manuscript received by IGTI, October 1, 2003; final revision, KWak and Han[5,6] reported measurements for varying tip
March 1, 2004. IGTI Review Chair: A. J. Strazisar. gaps with cooling holes placed along the pressure surface at a 30°
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Table 1 Description of hole model

Parameter

No. of cooling holes 15

Coolant flow areddirt purge, cooling holes, 5.15
andTEB (cn?)

Hole metering area/Coolant flow area 0.51

Dirt purge flow area/Coolant flow area 0.33

TEF flow area/Coolant flow area 0.16

fF i
]Tfff JZ2 7777 —
To ensure good control on the blowing ratios through the holes,
) ) ) ) which will be further discussed in the next section, a dividing wall
Fig. 1 Schematic showing the approximate hole placement for was placed within the blade cavity to allow for two different sup-
the tip model plies inside the blade. The tip model had the separating wall
placed after the second cooling hole downstream of the stagnation
location. These two different supply cavities are also illustrated in
breakout angle and on the tip surface at a 90 deg angle for a . 1. Each cavity was supplied by a separate coolant flow source
and a squealer tip geometry. They found a substantial improwsich that independent control of the coolant flow rates could be
ment in effectiveness with the addition of a squealer tip. Thechieved. The placement of the supply cavities was based on best
coolant circulated within the squealer tip providing a better distrimatching to the local blowing ratios of the engine.
bution of the coolant along much of the tip compared with no Outlines of the holes were made from stereo lithogra@iyA)
squealer cases. Only along parts of the suction side was the adaallow for a good replication of the hole geometry. Because the
batic effectiveness poor. They found that for the flat tip, goo8LA material does not have a sufficiently low thermal conductiv-
cooling was provided to the trailing edge resulting from the accity, the models were designed to have foam molded around the
mulation of coolant that exited in this area. Their results aldeoles and supply chambers. After the SLA model of the hole
indicated that more coolant resulted in improved effectiveness.outlines were made, the SLA model was placed inside a mold of
One of the recent computational studies by Anfdl] indi- the blade geometry. A polyurethane foam compound, with a ther-
cated that a sharp edge along the pressure(giie no blowing mal conductivity of 0.04 W/K, was poured in the blade mold
was more effective in reducing the tip leakage flow relative to amd then allowed to expand and harden. The combined SLA holes
rounded edge. Predictions for varying tip gap sizes by Achargmd foam blade were then removed from the mold, attached as the
et al. [8] indicated that film-cooling injection lowered the localtip to an SLA blade, and then placed in the wind tunnel for testing.
pressure ratio and altered the nature of the leakage vortex. Hifile molded tip model extended 28% of the blade span. Pictures of
film-adiabatic effectiveness and low heat transfer coefficientse combined SLA hole model and foam blade for the holes are
were predicted along the coolant trajectory with the lateral spreashown in Fig. 2.
ing of the coolant jets being quite small for all cases. With an
increased tip gap the coolant was able to provide better dowBixperimental Facilities
ﬁtream ?ﬁ ectivelnetss throagh intcrt_easgd midx_ingl[l For ttr;]e Sm?”esﬁ'he experimental facility for this work consisted of a large-
ip gap, the coolant was shown to impinge directly on the surface : o -
of the shroud leading to high film effectiveness at the imping cale, low-speed, closed-loop wind tunnel providing an inlet ve-

ment point. As the gap size increased, their predictions indicaté)&r'r%et? (;[QE d}gg;:?g?c;n]g blls d;n/;(}gelma_}tﬁg glg%'ge g)e;%/g?rlds
that the coolant jets were unable to penetrate to the shroud. cam : 9 Y

putational results by Hohlfeld et 48] indicated that as the blow- and flow conditions are summarized in Table 2 with a diagram of

; AN - . - wind tunnel and test section shown in Figé&)3and 3b).
ing ratio is increased for a large tip gap, the tip cooling increas - .
or?ly slightly while the co%lingp %Op the sphroud ?ncrease?zrtmg at the fan, flow passed through a primary heat exchanger

significantl 0 obtain a uniform temperature profile before being divided into
g v rgree passages. The main passage, located in the center, has a

In summary, there are only a limited number of studies th h hi h : hile
have addressed blowing in the tip gap region. None of these sttﬁ-ate” atwas used to achieve hot mainstream gas, while flow to

ies compared effectiveness levels for different blowing ratios fro e two auxn_lary passages was used to_supply a single row of high
ragmentum jets used to generate a high turbulence level to the

gce)glr':gtrgmes placed along the pressure side of an actual blacascade. The inlet turbulence level, measured one chord upstream,
) was 10% and the length scale was 11 cm. Flow entered the test
section, consisting of the blade model as shown in F{g). #n
Description of Cooling Hole Configuration independent compressed air supply provided the coolant flow to

Figure 1 is a schematic showing the approximate cooling hoike two cavities, which was ultimately injected through cooling
placement along the pressure side of the turbine blade. For pR9!es placed in the blade tip.
prietary reasons the exact hole locations and orientations are not
given. This geometry had a dirt purge cavity that was recessed
two small gap heights (2 and 0.67 large gap heights (OHyY
from the tip surface. Within this cavity were two dirt purge holes,
which have been described in detail by Hohlfeld et[&]. In
addition to the dirt purge holes, the tip geometry had 15 pressure
side holes placed close to the tip surface. The four film-cooling
holes just downstream of the stagnation were slightly expanded in
the axial direction and had a metering hole diameter of 0,56
whereD is the diameter of the dirt purge holes, and the remainder
of the holes had no expansion with a metering hole diameter of
0.4D. There was also a slot at the trailing edge called the trailing
edge flagTEF). Table 1 further summarizes the hole geometry ipig. 2 Photo of SLA /foam model for the dirt purge and cooling
this study. holes
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Table 2 Blade geometry and flow conditions — CFD Prediction at Midspan ®  Small Tip Gap
-2- ------- CFD Prediction at 95% Span B Large Tip Gap
T

Wind tunnel T T

Parameter settings
Scaling factor 1X 0+
Axial chord/True chord 0.66
Pitch/True chord 0.81
Span/True chord 1.03 2+
Ren 2.1x10°
Inlet Angle, 6 16.5 deg
Coolant to Mainstream\T (°C) 25 Cp -4 Plenum Wall
Small tip gap/Spait%o) 0.54 Y
Large tip gap/Spaii%) 1.63 p

-8

The blade test section consisted of a two passage linear cascade

as shown in Fig. ®). Velocity measurements were taken approxi- .10
mately one chord upstream at a number of pitch-wise locations to -1

verify a uniform incoming velocity field. Static pressure taps were 878 .

located near the mid-span of the central blade to compare the

pressure distribution around the blade to that of an inviscid CHBg. 4 Predicted and measured static pressure distributions

prediction with periodic boundary conditions. Matching the predor the large and small tip gap cases

sure distribution around the blade ensured equal flow distribution

between each of the respective flow passages, and ensured the

correct driving pressures across the tip gap. The nondimensional ] o )

pressure distributions for the central blade are shown in Fig. 4 for The measured discharge coefficients for the cooling holes are

representative large and small tip gap settings. Also shown on tRROWn in Fig. 5. The front and back holes of the tip model ap-

graph is the placement of the supply chambers separating the fref@ached nominally the same valu€q=0.64), which is ex-

and back set of holes as well as the stagnation locatBsB,{, pected because the hole geometries were very similar. As a check

=0). Negative values 08/S,,,, are on the pressure side. on _the accuracy of using the previ_ously described method for
Because coolant was supplied to two independently controllégtting the coolant flows, a comparison was made between the

plenums, which also included the supplies for the dirt purge holéfal coolant flow to the entire tip measured using the venturi flow

and TEF, a number of experiments were conducted to deducé&gter and that calculated using the measured pressures combined

discharge coefficient for each cooling component to ensure corrééth the discharge coefficients. The coolant mass balance was

cooling flows were ultimately set. The tip had four cooling comwithin 2.8% for all experimental cases. _

ponents:(i) front plenum film-cooling holesii) dirt purge holes, ~ Several parameters were considered when comparing the low

(iii) back plenum film-cooling holes, aniy) TEF. The discharge speed wind tu_nnel tests to that of an actual engine._A mat_rix of

coefficients were found by isolating each component while tHgsts was designed to assess the effects of the blowing ratio, mo-

other three components were sealed. By measuring the supfigntum flux ratio, and tip gap setting. The flow split for each of

chamber pressure, the calculated flow rate could be compared¥® cases is given in Table 3. For the blowing ratios given for the

that of the measured flow rate using a venturi flow meter. holes, local values of the external velocity and mass flux through
the hole were used. To compute the local external velocity at each

hole exit, the predicted static pressure at the 95% span location of

Compressed Air the blade(also shown on Fig. 4was used at each hole location.

(@) Supply The coolant velocity through the holes was based on the velocity
e 4 at the metering area of the hole. The local blowing ratios that were
tested are shown in Fig. 6. The density ratio of the jet to main-
— stream used during testing was 1.08.
— f 10
Test
(b) Section 03 |
——
*- a
1K Window Locations 0.6 .

0.4

—~——a_

-+ " T

=T \ Aoy —¢— Tip Flag

-— '*sz% \ 02 —=@— Plenum 1 Holes
?""

-

P b ~———— Plenum 2 Holes

0.0 i ! 1 | 1 1 ]
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(Po.c " Po‘b) / den,in

| t
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Fig. 3 Schematic of (a) wind tunnel facility and  (b) test section Fig. 5 Discharge coefficients that were measured for the cool-
for the blade tips ing holes, dirt purge holes, and TEF
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Table 3 Matrix of experiments 0.5
Flow split
Total coolant plenums
Gap. flow 1/2
setting (% passage (% coolanj
Small, Large 0.47 58/42 g
Small, Large 0.58 59/41 g o
Small, Large 0.68 59/41 = &
Small, Large 1.0 51/49 A
Small 0.07 100/0
no dirt purge flow

The four nominal total coolant flow rates were 0.47%, 0.58%
0.68%, and 1.0%. These percentages are given relative to t
mainstream passage flow through the blades. In Fig. 6, the blo &
ing ratios are shown for the small tip gap. There was no differenc E E
in the blowing ratios with gap height. Figure 7 provides the per
centage difference between the CFD predicted and measured dis-
tribution of coolant for the 0.68% cooling flow case through eackig. 7 Percent difference between computational and experi-
of the film holes, the dirt purge holes, and TEF. Note that theental flow rates at 0.68% coolant flow
0.68% refers to the total coolant flow relative to the total blade
passage flow. There was good agreement between the individual

flow rates for each hole as predicted by CFD and calculated §¥yoygh the zinc selenide windows placed in the shroud surface to
perimentally using the discharge coefficients and measured pregyer the entire blade, which transmitted the radiation. Each im-
sures. The comparisons indicated that the largest difference W% covered an area that was 21.3 cm by 16 cm and contained 320
0.45%, which occurred for the fourth cooling hole. by 240 pixels. The camera was located approximately 55 cm from

Experimental Methodology. Investigation of the hole geom- the tip and resulted ina spatial resolution _of 0.63 mm. For every
etries required obtaining surface temperatures on the foam mod@$t, each of the four images was taken five times and the aver-
representing the adiabatic surface temperatures along the &ged radiation values were used. _ ) .
Typical operating conditions consisted of a temperature differen- The calibration process for the camera required direct compari-
tial between the coolant flow and hot mainstream by approx§ons of measured surface temperatures, using thermocouple strips
mately 25°C. The mainstream and coolant supply chamber teRfaced on the tip surface, with the infrared radiation collected by
peratures were measured during the experiments with typeth? camera. Thermocouple strips were used to ensure accurate
thermocouples. The coolant temperatures were measured insiHEf@ce temperatures were measured. These strips were placed on
the two plenums. Each test required the wind tunnel and tip modte blade tip using a thermally conducting bonding agent. After
els to reach a thermal equilibrium, which required approximatef{€ experiments were completed, the infrared image was pro-
4 h. Temperatures and flows were monitored during this time §§ssed whereby the emissivity and background temperature of the
ensure equilibrium conditions. The tip gaps were set by raising t¥rared pixels nearby the surface thermocouple were adjusted to
lowering the blade using a threaded rod to the gap setting. TIfgsure agreement between the measured temperatures. Each of the
technique required the use of a precisely machined plate pladelr images was processed in a similar manner whereby six ther-
under the tip to ensure the correct gap. mocouples were ultimately u_se_d to ensure all four images were

The tip surface temperatures were obtained using an Infram@gcurately calibrated. An emissivity of 0.83 was used for all the
rics P20 infrared(IR) camera. The images were processed witlinages while the background temperatures were adjusted to en-
Thermacam Researcher 2002® and an in-house MATLAB cod@ire a calibrated image. This process resulted in an agreement
As shown by the boxes in Fig(1®), four IR images were acquired between all of the thermocouples and infrared temperatures to
within 1.0°C, thereby giving a difference in effectivenessnobf
+0.04.

Overall uncertainties were calculated for nondimensional adia-
batic effectiveness level&y) according to the partial derivative

-
8d &b
g £
E E
[l a)

10 T T T T

0

|

(X ] |
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0.47% Coolant Flow
0.58% Coolant Flow
0.68% Coolant Flow
1.0% Coolant Flow

>» B o o

0.0

0.2

1.0

Fig. 6 Local mass flux ratios for each of cooling holes placed
on the pressure side of the blade

Journal of Turbomachinery

method described in Moff4tL1]. The total uncertainty of all mea-
surements was calculated as the root of the sum of the squares of
the precision uncertainty and the bias uncertainty. The precision
uncertainty for measurements made with the infrared camera was
determined through an analysis of five calibrated images taken in
succession on one portion of the tip at constant conditions. The
precision uncertainty was calculated to be 0.31°C, which is the
standard deviation of the five readings based on a 95% confidence
interval. The camera manufacturer reported the bias uncertainty as
2.0% of the full scale. The largest scale used in this study was
20°C though some images could be captured on a 10°C range. The
thermocouples measuring the free-stream and coolant tempera-
tures were reported by the manufacturer to read withth2°C.

The total uncertainty in effectiveness was found ta/he +0.046

at »=1 anddn==+0.046 atyp=0.2.

Computational Methodology. To better understand the ef-
fects of these hole shapes, computational fluid dynarf@=D)
simulations were also performed. A commercially available CFD
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code, Fluent 6.012], was used to perform all simulations. Fluent Camber
is a pressure-based flow solver that can be used with structured
unstructured grids. An unstructured grid was used for the stuo
presented in this paper. Solutions were obtained by numerical
solving the Navier—Stokes and energy equation through a contri
volume technique. All geometric construction and meshing wer
performed with GAMBIT. To ensure a high quality mesh, the flow|
passage was divided into multiple volumes, which allowed fo
more control during meshing. The tip gap region was of primare o1 02 03 04 o5 06 07 os 09 1
concern and was composed entirely of hexahedral cells with &.. x/C

aspect ratio smaller than three.
p fi_g. 8 Location and description of line data taken along blade

Computations were performed on a single turbine blade e
posed to periodic conditions along all boundaries in the pitch di
rection. Inlet conditions to the model were set as a uniform inlet
velocity at approximately one chord upstream of the blade. An

inlet mass flow boundary condition was imposed for the COOIam?EEe which is caused by the high momentum jets exiting the cool-

the plenum entrance for the cooling holes. The mesh contai g‘g holes. As will be discussed later in the text, while the effec-

approximately 20 grid points across the hole exit. Mainstreal P . ; -
flow angles were set to those of the experiments as well as fiveness contours indicate little improvement in the global cooling

scaled values for the engine while the turbulence levels and mi aracteristics along the blade tip with increased coolant flow,

ing length were set to 1% and 0.1 m, respectively. Computatioﬁgak effectiveness levels along jet trajectories do increase with
|gcreased coolant flow.

were also performed with an inlet turbulence level of 10%, butno = "5, = S 0 floi0.47% case, the effectiveness lev-
noticeable differences were predicted between the 1% and 10% ) '

inlet turbulence cases. All other experimental conditions weft solztr ;T?[htefall:)“vr\]/gstegggl;nr][c?llz)vsh?'théhﬁi trzz'rl'g?feiﬂggnig?g?ué
matched in the simulations including the temperature levels a g . : 9 .
flow rates. ower coolant flow is because the momentum flux ratios of these

. . . jets exiting the trailing edge holes are low, as indicated in Fig. 6
To allow for reasonable computational times, all computatio o . S e
were performed using the RNG &turbulence model with non- r the 0.47% cooling flow case, resulting in a cooler gap flow

equilibrium wall functions whereby the near-wall region was re"21ICJng the tip of the blade. This phenomena can be better under-

n . : ...stood by comparing the hole exit location to the jet trajectory. The
solved toy™ values ranging between 30 and 60. Mesh Insensitlysiream cooling hole jets are being swept downstream of the

ity was confirmed_through several grid adaptions bas‘?d on Viscﬂ%%e exit before entering the tip region. The reason for this is
wall values, velocity gradients, and temperature gradients. Typiga] |- first, the cooling jets have a high enough momentum to

m?lshnSizr?j V\r/eri(jCCtJIf]nthSEd Ofr 18 rr]niﬂ\if(t)nr C%”S ﬂth fr50r(r)1/0 Orfnth ercome the driving pressure across the tip gap and, second, the
cells in and arou € lip gap region. Aller acapting from a me injection angle forces the jets to follow the pressure side of the
of 1.7 10° to 2.2< 10, the pitchwise-averaged effectiveness preg 4 qe.

dictions on the tip were found to vary by Of‘.@'FiO-OOY at a Computations were performed for the small tip gap for a total
level of #=0.40. Typical computations required 1200 iterationgogiant flow of 0.58% to verify these flow patterns. Path lines
for convergence. exiting the holes are given in Fig. 10. In the mid-chord region, jets
appear to be swept downstream before being carried over the tip.
Experimental Results for a Range of Blowing Ratios The predlctlo_ns also indicate severa! jet trajectories where the
) ) ) ~coolant remains along the pressure side of the blade for most of
Contour plots of local adiabatic effectiveness levels are givenjfe plade before entering into the downstream gap region. The

this section to show the cooling trends for the two tip gaps forgles in the leading edge have the highest blowing ratio, relative
range of cooling flow conditions. Adiabatic effectiveness levels of

one note that the local wall temperature is at the coolant tempera-
ture while levels of zero refer to the hot gas temperature. To

quantify the differences, data have been compared along varic''=
lines across the tip. These comparisons were made along differ
trajectory lines of the cooling jetdines 1 and 2and between the

cooling jets(line 3) near the middle of the blade tip. Lines 1 anc
2, referred to as line data, have been identified as locations hav
maximum effectiveness levels while line 3 is between two je
trajectories in the mid-chord region. A third comparison was mac

9

- [

along the blade camber line as shown in the illustration of Fig. ] -

Comparisons for the Small Tip Gap. Figure 9 shows the i“ﬁ
measured adiabatic effectiveness levels along the blade tip for

small tip gap. Note that the exit of one hole location in the mic 04

chord region is indicated by a black dot along the pressure sic i

For proprietary reasons not all hole locations are disclosed. . .
will be discussed later in this text, the location of the cooling hol =
and the maximum effectiveness levels are not collocated. £ 05K % \%\\
though the results are only shown for one cooling hole, this resi 4
is representative of all cooling holes. For all cases shown in Fi -
9, the entire leading edge region is nearly completely cooled |
the dirt purge holes. This leading edge area shows essentially
change as this entire region is saturated by coolant.

As the blowing ratio is increased for the small tip gap, Fig. 9
shows that there is relatively little increase in effectiveness or fig. 9 Measured adiabatic effectiveness levels on the tip for
coolant spreading. The effectiveness levels indicate a streaky tige small tip gap

_gi®
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Fig. 10 Predicted path lines for the 0.58% coolant flow at the - - ‘a
small tip gap .m \\_%

to the rest of the blade, so the prediction of jets following the
blade pressure side rather than entering into the tip gap FA®. 12 Measured adiabatic effectiveness levels for the large
expected. tip gap
Camber line comparisons for the small tip gap are shown in
Fig. 11. Note that the distanceis shown as the abscissa of the

graph illustrated in Fig. 8. For the same total coolant flow rate, thgo tip. The hole locations given on these contour plots show the
) ) same results as seen with the small tip gap in that the peak effec-
effectiveness levels show relatively similar levels for both COOlaIﬁR/eness levels are located downstream of the injection location.
flows with peaks and valleys ranging between 0.5 and 0.3. It ISthe camper line data for the large tip gap, shown in Fig. 13,
also interesting to note that the peak effectiveness levels for theji-ie 1o cooling benefit beyondC=0.4 as the coolant is
two coolant flow conditions do not coincide. The peak for the 19 ~-aased from 0.58% to 1%. In fact. the average appears to be
coolant flow occurs downstream of that for the 0.58% coolaQjmjjar for the two blowing cases with the exception that the
flow. This is consistent with the jets having the higher blowing 5go, case has higher peaks and valleys than the 1% case. Simi-
ratios being swept further downstream before entering the tip 939 1 that of the small tip gap, the peaks in effectiveness are

Comparisons for the Large T|p Gap For the |arge t|p gap |Ocated further dOWﬂStream fOI’ the 1% case relative to the 0.58%
results, shown in Fig. 12, the effectiveness levels are much lowfetSe-

than for the small tip.gapFig. 9. The largest differgnce relative Comparisons of Individual Holes. Figures 14a)—(c) show
to coolant flow rates is near the dirt purge holes with better effene (ata of the effectiveness levels at blowing ratios of 0.58% and
tiveness levels at higher coolant flow levels. In particular, the 5o, Note that the distance along the(tip was normalized with
largest improvement occurs for the 1% coolant flow conditio},a maximum distance along the tip,{,,). Recall lines 1 and 2
: , . ( 2
with nearly perfect cooling of the entire leading edge. are pathlines along the maximum effectiveness levels while line 3
In the mid-chord region, however, the results indicate a Worse yig.way between pathlines of maximum effectiveness levels.
performance, as shown in Fig. 12, as the coolant flow is mcreasec,@or each of the three positions shown in Figs(al4(c), the
from of 0.47% to 1%. The reason for the worse performance ahianatic effectiveness always increases with coolant flows for the

blade tip, but are most likely effective in cooling the outer shrough,, g the momentum flux ratios of the jets increase for increased
As the coolant levels are increased, the jet penetration above thg|ant flow levels, the tip gap is small enough that coolant is
blade tip severely reduces the cooling capabilities of the jet alopg. o4 1o also be present along the blade tip.

1.0 M BN T T T
:'R Yoy 1.0 T T T
s ty e 0.58% Coolant Flow
0.8 F i ———].0% Coolant Flow -
og iy 0 e 0.58% Coolant Flow |
— ] ()% Coolant Flow
0.6 -
n 0.6
04 -
0.4
02 H
02 3
0.0 L L 1 1 ’ b ceed
0.0 0.2 0.4 /C 0.6 0.8 1.0 0.0 L L L L
X 0.0 0.2 04 o 06 0.8 1.0

Fig. 11 Data taken along the camber line for the small tip gap

at two blowing ratios Fig. 13 Data taken along the camber line for the large tip gap
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: e Largetip gap - 0.58% Fig. 15 Area-averages for (a) the entire blade tip and (b) the

. downstream 70% of blade
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the cooling holes alon@vithout the effect of the dirt purge holes

04 4 Figure 1%a) indicates a relatively constant increase in area-

averaged effectiveness with coolant flow increase for the large tip
ununnuuunnnnnﬂﬂﬂﬂﬂﬂc’”““““””“D"‘””Dﬂﬂ n- gap, but little increase in effectiveness for the small tip gap. The

02 fao* 60000000000000000000000000000 03 reason for this is because of the increase in effectiveness occur-

02004 o annunsnnnnannanaanddiddid22288% ing near the dirt purge holes for the large tip gap. Recall that for

the small tip gap, the coolant nearly saturated the leading edge

0.0 ‘ ' ' ' region for all blowing ratios considered. Figure(dbalso shows
0.0 0.2 0.4 0.6 03 10 the overall trend that higher effectiveness levels occur for the
L/L smaller tip gap relative to the large tip gap.
Since much of the blade is dominated by dirt purge cooling, a
Fig. 14 (a)—(c) Line data for the different cases better comparison on the effects of blowing from the pressure side

holes can be made by considering the downstream 70% of the
blade, as shown in Fig. 15). While the small tip gap shows a
. . slight decrease with an increase in coolant flow for the first two
For the large tip gap, however, the same trend is not true

h bv Fias. 1 Th wall t nditions, beyond that there is an increase in effectiveness with
shown by Figs. 1@)—(c). There are actually some segments Of yeageqd coolant flow. For the large tip gap, the area averages

the blade where the effectiveness is higher with a lower blowinggicate 5 slight decrease with increased coolant flow, which is

ratio, especially near the pressure Sitiél(,<0.2). The réason en fo|lowed by only a slight increase in area-averaged effective-
for this is because at the lower blowing ratios the coolant remaifass \yith values for the 0.47% and 1% coolant flows being at
more attached to the blade tip. At higher blowing ratios, the Coquearly the same level
ant becomes separated from the blade tip and instead cools the '
outer shroud. Figure 1d) shows data taken between two coolant Leading Edge Blowing With no Dirt Purge Blowing. Be-
trajectories. There is essentially no difference with increaseduse the dirt purge blowing overwhelms a large portion of the
blowing for the large tip gap, but a slight increase for the small tilgading edge region, an additional test was conducted whereby
gap because coolant fills the small gap region. coolant from only the film-cooling holes was exhausted in the
Area-averaged film effectiveness results were calculated usilegding edgeno dirt purge blowing This case is also relevant
two different areas to make overall conclusions about the testiffgm an engine operational standpoint whereby the dirt purge
performed, as shown in Figs. @ and 15b). Figure 1%a) shows holes may be closed due to rubbing on the shroud. The coolant
area-averaged effectiveness values for the entire tip while Fitpw for this case was set to be the coolant exhaust that resulted
15(b) shows area-averaged effectiveness values for the dowiar the 0.68% case subtracting out the dirt purge, tip flag, and back
stream 70% of the blade tip to better illustrate the performance sfipply chamber cooling. This resulted in a total coolant flow of
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m Nomenclature

(.2 C = true chord of blade
08 Cq = discharge coefficienCy=m/(pA\(2/p)(Poc— Pe)

By & Cp = pressure coefficient,=(p—pin)/(pU5/2)
6 V D = dirt purge hole diameter
Dy, = hydraulic diameter, set as twice the gap height
h, H = small and large gap distances

b L = distance along the path line across the tip
: M = mass flux ratio
- P,, p = total and static pressures
‘U ' Re, = Reynolds number defined as;ReCU;, /v
0 S = distance along blade pressure side from stagnation

T = temperature
U = measured air velocity
x = distance along the blade chord

Greek
0.07% being injected from the first two holes. Figure 16 shows the . )
measured results of this test for a small tip gap. Note that while = denotes a differential
the dirt purge holes were not flowing, the cavity was still present. 7 = adiabatic effectiveness;=(Tiy—Taw)/(Tin—Tc)
The results for this test indicate that the coolant is being brought p = density
into the dirt purge cavity and then mixed with hot mainstream v = kinematic viscosity
fluid before exiting at a much higher temperature. The hole loca-
tions indicate that in the leading edge region, without dirt purge

Fig. 16 Effectiveness contours with no dirt purge blowing with
0.07% coolant flow for the large tip gap

Subscripts

blowing, the coolant is swept significantly further downstream of aw = adiabatic wall
their respective hole exits. b = blade

. ¢ = coolant conditions
Conclusions dyn = dynamic

The conclusions reached from these tests indicate that the pein, e
formance of cooling holes placed along the pressure side tip wasnax
better for a small tip gap than for a large tip gap. Disregarding the
area cooled by the dirt purge holes, for a small tip gap the cooling
holes provided relatively good coverage. For all of the cases con-
sidered, the cooling pattern was quite streaky in nature, indicatir&g
very little spreading of the jets. eferences
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Cooling the Tip of a Turbine Blade
Using Pressure Side Holes—Part
s.r.coristophet I || Heat Transfer Measurements

K.A.Thole The clearance gap between a turbine blade tip and its associated shroud allows leakage
Mechanical Engineering Department, flow across the tip from the pressure side to thg_ suc_tion side_of the bIade._L_Jnderstanding
Virginia Polytechnic Institute and State how this leakage flow affects heat transfer is critical in extending the durability of a blade
University, tip, which is subjected to effects of oxidation and erosion. This paper is the second of a
Blacksburg, VA 24061 two-part series that discusses the augmentation of tip heat transfer coefficients as a result
of blowing from film-cooling holes placed along the pressure side of a blade and from dirt
purge holes placed on the tip. For the experimental investigation, three scaled-up blades

F. J. Cunha were used to form a two-passage, linear cascade in a low-speed wind tunnel. The rig was
Pratt & Whitney, designed to simulate different tip gap sizes and film-coolant flow rates. Heat transfer
United Technologies Corporation, coefficients were quantified by using a constant heat flux surface placed along the blade

East Hartford, CT 06108 tip. Results indicate that increased film-coolant injection leads to increased augmentation
levels of tip heat transfer coefficients, particularly at the entrance region to the gap.
Despite increased heat transfer coefficients, an overall net heat flux reduction to the blade
tip results from pressure-side cooling because of the increased adiabatic effectiveness
levels. The area-averaged results of the net heat flux reduction for the tip indicate that
there is (i) little dependence on coolant flows and (ii) more cooling benefit for a small tip
gap relative to that of a large tip gagDOI: 10.1115/1.1811096

Introduction nates the gap flow characteristics and associated pressure losses.
Il%his recent review of turbine blade tip heat transfer, Burjiéér

higher turbine rotor inlet temperatures to allow for more efficierﬁOtGOI that this separation bubble causes a heat transfer enhance-

operation and engine performance. Inlet temperatures to the rotgfnt factor of two to three times above that occurring at the tip

are, however, the limiting design criteria because these tempe‘?g-mber I";re (t)ftan ‘Z'rfo'l'th i leak fl tudies h
tures, in turn, decrease component life for the same material Edn an efrort 1o reduce the up leakage 1iow, many studies have

Technical advancements in the gas turbine industry requi

- ; P . : formed on blade tips with a squealer geometry. This ge-
cooling technology. Gas turbine airfoils are typically cooled usin een per > .
both convective and film cooling. Film cooling is a metho metry has been shown to significantly redupe the blade tip heat
whereby cooler compressor fluid is injected through film holes ri?gansfer, however, the trends seen on a flat tip are much different

the blade surface. This type of protection is important for a turbif®™ & tip with a squealer cavity. Bunker et §7], using a re-
blade tip where the heat transfer coefficients can be over t ssed shroud, showed the first experimental heat transfer results

times greater than those on the pressure side of the hiddas ©n 2 flat blade tip. His research show_ed there to be a small area_of
d P b w heat transfer located near the thickest part of the blade. This

such, film-cooling holes can be placed on the pressure side OJP ; : . X
turbine blade near the tip region. Because of the pressure-driV8} région has been confirmed by many authors, including Kwak
d Han[1] and Jin and Goldsteif8]. Kwak and Han[1] also

flow over the tip, the coolant from these holes sweeps over the fif

through the gap clearance thereby providing coolant along thated that the area of I_ow heat transfer tends to be smaller and
blade tip. pushed downstream at increased gaps.

The purpose of this study was twofold. The first part examined Azad et al.[9], Teng et al[10], Kwak and Han[11], and Jin
the heat transfer on a flat blade tip without cooling to verify fun@nd Goldsteir{8] have all shown that the blade tip heat transfer
damental trends. The second part examined the heat transfer iBgr€@ses with increasing tip gap height. This increase can be ex-
efficients for two different tip gap settings and a range of coolaff@ined by the fact that larger gap heights reduce the path length
flows for blowing through combined pressure-side and dirt pur%_@ hydraulic diameter ratiol(/Dy,), thereby causing more of the
holes. The results from this study were combined with adiabafi Surface to be affected by the entry region effects for larger gap

effectiveness results from Parf2] to evaluate the overall benefit N€ights. For a flat tip with no blowing, Jin and Goldst¢Bi
of the tip cooling. showed that the average heat transfer increases along the blade

toward the trailing edge. This increase was confirmed by Saxena
. et al.[12] who showed that the heat transfer along the blade cam-
Past Relevant Studies ber line increased toward the trailing edge. One of the recent

As early as 1982, Mayle and Metzgg8] showed that the tip computational studies by Amefi3] indicated that a sharp edge
leakage flow is composed primarily of mainstream passage fluglong the pressure sidgith no blowing was more effective in
Other researchers showed a separation bubble formation alongrgucing the tip leakage flow relative to a rounded edge.
tip pressure side, which was confirmed by Morphis and Bindon There have been relatively few studies with blowing over a
[4]. Bindon[5] went on to show that this separation bubble domiblade tip surface. Kim and Metzggt4] and Kim et al[15] mea-

sured the heat transfer coefficients along a channel representing a

Contributed by the International Gas Turbine InstitU@TI) of THE AMERICAN ~ blade tip with various film-cooling injection geometries. They

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF  showed that injection a|WayS led to increases in heat transfer over

TURBOMACHINERY. Paper presented at the International Gas Turbine anﬁ . ; R ; : ;
Aeroengine Congress and Exhibition, Vienna, Austria, June 13—-17, 2004, Paper OO II’IJeCtIOI’] over most of their surface Slmmatmg a bladddﬂp—

2004-GT-53254. Manuscript received by IGTI, October 1, 2003; final revisior£€Pt their round hole injE(_:tion‘ WhiC_h Showe_d no changevak _
March 1, 2004. IGTI Review Chair: A. J. Strazisar. and Han[11] used an airfoil shape with both tip and pressure-side
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injection. Their results indicated a decrease in heat transfer coef- _ _ _
ficients with increased blowing between the pressure-side edgé- 2 Tip geometries tested: (a) the baseline geometry
and camber line. |IIed-!n dirt purge holes ) and (b),(c) approximate hole geom-
Generally, tip heat transfer studies without injection have aff"y With the dirt purge holes
shown that increasing the tip gap increases heat transfer. Also,
regions of low heat transfer are expected near the thickest portions
of the blade. When coolant injection is introduced, however, th
results are still unclear. This study will assess the effects of blow-<. i~
y galllng edge denoted as the trailing edge flagF).

Ing ratio and tip gap height on ti_p heat t_ransfer Wh_en blowing Testing conditions and blade parameters are given in Table 1
present near the pressure-side tip combined with dirt purge hol%ﬁ.e smallh and largeH tip gap settings considered were 0.54% )

_ - ) and 1.63% of full blade span, respectively. All heat transfer coef-
Experimental Facility and Instrumentation ficient tests were conducted at a density ratio of one, such that the
dgolant and mainstream temperatures were kept to within 0.15°C.

lameter of 0.41 D. The tip model also contained a slot at the

The experiments in this study were performed in a large-scale, ) .
low-speed, closed-loop wind-tunnel facility that provided © the baseline geometry, experiments were conducted at both

matched-engine Reynolds number conditions, as described in PAf Small and large tip gap settings with no blowing present. For
1[2]. The test section was attached downstream of a contractipl§ c0ling-hole geometry, experiments were conducted at both
section that used a row of high-momentum normal jets to provid® 92p settings and at overall coolant flow rates of 0.58% and 1%

a turbulence level of 10% and length scale of 11 cm at the blafk the total passage flow. The total passage flow was calculated
sed on the inlet mainstream velocity, blade span, and pitch. The

entrance. The linear cascade test section, shown in Fig. 1, cOf: . - .
pRal blowing ratios are reported in Parf2].

For making the heat transfer measurements, foil heaters were

ed to supply a constant heat flux at the tip surface. Two separate
eaters were necessary that included one for the blade tip surface

and the other for the dirt purge cavity on the tip. The dirt purge
vity was heated with one strip of Inconel that was 0.051 mm
jek and had a surface area of 17.3%cithe main heater covered
area of 261.2 cfrand consisted of a serpentine Inconel circuit.

ge circuit, shown in Fig. 3, used Inconel sandwiched between
ulating Kapton and then covered with a very tfin013 mm
er of copper on both sides. Both heaters were attached to a
m blade tip using double-sided tape that was 0.64 mm thick.
e nominal heat flux for both heaters was set to 3700 %v/m

sisted of an instrumented center blade and two outer blades
tailboards. The tailboards and the bleed gates allowed for flow
control around the center blade, insuring flow periodicity. Stat
pressure measurements were taken at the blade midspan to e
flow periodicity.

Coolant flow used for the tip-blowing experiments was supplie
by an in-house compressor and was controlled by using a serie
valves before exiting through the blade tip cooling holes. T
overall coolant flow rate was known by measuring the pressu
drop across a venturi nozzle. Discharge coefficients, which h
previously been measured, allowed for the estimation of flow ra;
through each individual hole by way of pressure measureme

[2]. The total coolant flow could then be calculated by summing,'s ; . .
each of the individual flows. This calculation for each hole wa&hich provided a maximum temperature difference between the

summed and compared to the total coolant flow measured by {Rginstream and blade surface of 28°C. The two heaters were con-
venturi nozzle. In general, the two flows were within 2.8%. Thiolled independently with a variac to within 0.67% of one an-
two tips that were tested, shown in Fig. 2, are referred to as the

baselingFig. 2(a)) and cooling holgFigs. 2b) and Zc)) models.

Both blades had a dirt purge cavity that was recesse@®&7H)

from the tip surface. The baseline geometry had no holes present 'able 1 Testing Conditions and Blade Parameters

on the pressure side or within the dirt purge cavity and, therefore, Wind tunnel
no film cooling. The cooling-hole model had tip holes placed oparameter settings
the pressure-side surface of the blade in addition to two holﬂga”ng Factor 2
within the dirt purge cavity, which have bee_n described in _det ial chord/true chord 0.66
by Hohlfeld et al.[16]. The purpose of the dirt purge holes is topitch/true chord 081
allow for blade manufacturing and to expel dirt particles so as nspan/true chord 1.03
to plug smaller diameter film-cooling holes. Re, 2.1x10°
In addition to the dirt purge holes, the four film-cooling hole nlﬁsg)ngle,e 16-251deg
just downstream of the stagnation were expanded in the axighy 'ty gap/sparis) 0.54
direction and had a metering hole diameter of 0.56 D whereas th&ge tip gap/spai®) 1.63

remainder of the holes had no expansion and a metering hete
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(01778 mm)
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L./D >20

Fig. 3 Main tip heat transfer surface showing (a) serpentine
passages and (b) detail of main tip heater as placed on the
blade surface

L /D=9
other during all tests. The current supplied to each heater wi L
known by placing a precision resistoR€ 10+0.1%) in each 10—~ ‘ — —
PR : ; ; 10 10
circuit and measuring the voltage drop across each resistor with Remm
digital multimeter. The heater power was then determined from
the supplied current and known heater resistance. Fig. 4 Comparison of experimental data to a fully developed
Equation(1) was used when calculating the heat transfer resulésrrelation
to account for radiation losses,
4 4
h=(G=ar)/(Tw=T=) 1) sum of the squares of the precision and bias uncertainties. Based

In this equationg],, represents the total heat flux output from th@n & 95% confidence interval, the IR camera precision uncertainty

resistive heaters and! represents the energy lost to radiation'Vas calculated to be 0.06°C. The manufacturers reported bias un-

Typically, radiation losses were less than 2% with the maximu rtainty is 2.0% full scale, where typipal ranges were set to 20°C.
for all cases being 3.4%. Conduction losses were found to e thermocouples used to determine mainstream and coolant

negligible because the heaters were placed on low-therm mperatures had a reported bias uncertalnt§t6f2°C, and the
conductivity foam. precision uncertainty was determined toh8.1°C from repeated

The surface temperatures on the ti,J were obtained using measurements. The total uncertainty in heat transfer measure-

an Inframetrics P20 infraredR) camera. The images were pro-mentS was 6% at Ny =45 and 10.5% at Ngh=55.7.
cessed with Thermacam Researcher 2002® and using an in-h .
MATLAB code. Four IR images were acquired through the zir?é‘ﬁ? Heat Transfer Coefficients
selenide windows placed in the shroud surface to cover the entirdPrevious studies have compared flow in a turbine blade tip gap
blade, as shown in Fig. 1. Each image covered an area that wegion to that of a fully developed channel flow correlation for
21.3 cm by 16 cm and contained 320 by 240 pixels. The camdtabulent flow in a duct. The correlation that was used for com-
was located approximately 55 cm from the tip, resulting in a spaarison in our paper was developed by Gnielirdld]. Gnielins-
tial resolution of 0.63 mm. For every test, each of the four imagdés correlation is given in Eq(2) and has been reported in the
was taken five times, and the average of these five images Mitgrature to provide accuracy to within 6% as reported by Kakac
used. et al.[19] for a large Reynolds number range ¢i0Re<10P).

Each image was calibrated using thermocouples placed under-
neath the heater. These thermocouples were held in place with a Nugg=hDp/k=0.0214Re"~ 100 Pr** )
highly thermal conductive adhesivk= 1.6 W/mK). This ensured Mayle and Metzgef3] furthered this correlation for a tip gap by
that the thermocouple would read the surface temperature of #dding an augmentation factor to account for the overwhelming
heater. This surface temperature was calculated to be 2°C less tbatry region effects of thin blade tips. This augmentation factor,
the outer test copper surface fgt= 3700 W/nt due to the Kap- which was taken from Kays and Crawfof20], allows blade de-
ton thermal resistance. This temperature difference was accoungeghers to relate overall blade tip heat trangfer a given blade
for in the calibration process. The thermal resistance of the Ithickness and tip gapto an overall heat transfer expected in a
conel heater in the dirt purge cavity was found to be negligibléylly developed channel. Using data collected in this study, com-
and no correction was needed for this area of the blade tip. The pRrisons have been made to the data of Jin and Gold&gand
images were calibrated to a total of six thermocouples by adjugunker et al[7] that confirm this augmentation factor approach.
ing the background temperaturé,) and surface emissivitye). Although Mayle and Metzgef3] first noted the augmentation
The emissivity is a surface property, which was set to 0.93 for dlctor, their data have not been included in this comparison
cases as a result of the heaters being painted with flat black pabgcause only experiments performed on airfoil shapes were
During the calibration process, all IR images were matched to tbensidered.
thermocouples to within 1.0°C. A check on the calibration processFigure 4 shows Nusselt number values based on the hydraulic
is that the four individual images matched up well to form ondiameter of the tip gag2h or 2H plotted as a function of the
entire blade contour without any noticeable discontinuities iblade Reynolds number based on the exit velocity and hydraulic
measured values between images. diameter. The Gnielinski correlation has been plotted for several

Overall uncertainties were calculated for high and low values af; /Dy, ratios as shown on the plot. Note thaf represents the
heat transfer coefficients and Nusselt numbers according to theximum thickness of the blade. As known for the turbulent
partial derivative method described in Moffdt7]. The total un- channel flow, fully developed conditions generally occur for
certainty of any measurement was calculated as the root of théD,>20 [20]. There is fairly good agreement between experi-
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0 15 20 Fig. 7 Nusselt number line plots for the baseline
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Fig. 5 Comparison of experimental data to the proposed aug-
mentation factor

higher Nusselt numbers at the blade trailing edge relative to the

small tip gap. This increase in heat transfer at the larger tip gap
mental data and the appropriate correlations. It should be notesiling edge is a result of the increased entry region effect relative
that thelL+ /Dy, ratios are based on the maximum blade thicknesg the small tip gap. With smalldr/D,, values(for the large tip
and the Nusselt numbers are the average values calculated forghg, the entry region is expected to have a greater effect, as
tip surface. Therefore, this ratio is not a perfect representation ofrfentioned at the beginning of this section. For the large tip gap,
blade profile, but works reasonably well for the area-averagegeL/D,, is as low as 1 across the trailing edge of the tip surface,
values shown here. whereas for the small tip gap, theD,, is 3.5.

Figure 5 shows the same experimental data points, plotted as ghe area-averaged Nusselt numbers are given for each case to
ratio of the Nusselt number normalized by the fully developeguantify the increase in heat transfer with gap height. For these
correlation. The solid line represents the augmentation fact@sses, the Nusselt number at the large tip gap is 3.2 times that of
given by Kays and Crawfor@20]. Most of the data points fall the small tip gap when based on the exit velocity and hydraulic
clo_se to the line, with the exception of two Jin ant_j Goldsteigigmeter. By using Reynolds number scaling, the large tip gap is
points: Re=1.0x 10" and Re=2.0x 10". These data points, how- expected to have 2.4 times the heat transfer of the small tip gap.
ever, are at low Reynolds numbers, which has been showngjs |arger-than-expected increase results from the overwhelming
greatly affect the heat transfer. Mayle and Metz{¢f showed entry-region effect, which serves to greatly increase tip heat trans-
that low Reynolds numbers can cause an increase of 20—3@% coefficients.
above of the expected augmentation factors used in Fig. 5. Moréas shown in Fig. 6, there are regions of low heat transfer im-
experiments should be performed to further verify this trend. mediately downstream of the dirt purge cavity for both tip gap

Baseline ResultsNo Blowing). The baseline results with no Neights. This is near the thickest portion of the blade and repre-
blowing are presented as contour plots of Nusselt number in F@nts_the area of lowest heat transfer on the blade tip. This region
6. Note that the chord rather than hydraulic diameter was used ##S first pointed out by Bunkei6] and has been confirmed by
these contour plots to illustrate the differences in the heat transfgher authors. Within the dirt purge cavity, there are high heat
coefficients along the blade tip for both tip gaps. Results at botrnsfer coefficients resulting from low velocity flow recirculation

gap heights show similar trends, however. The large tip gap sholisthe cavity. Overall, the leading-edge region experiences rela-
tively low heat transfer outside of the dirt purge cavity in com-

parison to the trailing edge.
Also seen on these contour plots are regions of high heat trans-

= _ Nuge fer coefficients along the pressure side that begin around the lead-
‘fé.ﬁ (’:.f‘* B500 ing_edge aG/_SmaX=O.1 and extend until the trailing edge. T_hese
_--\ - . regions of high heat transfer have been noted by Morphis and
{m) . (b} e i 843 Bindon [4], Bindon[5], and Teng et all10] to be the separation
\ 1 — 6786 region that forms along the pressure side due to mainstream and
\\\\ _sgzg leakage flow interaction. This region occurs within the entry re-
\ . gion and is more dominant at the large tip gap than at the small tip
. N gap, and extends over a large region of the tip for the large tip gap.
? i ‘ T s v = 4214 To further study the effects of this entry region, line plots have
M ? ' i I 1357 been made that compare Nusselt numbers at the pressure side of
N =36 e i \ the tip to those of the blade camber line in Fig. 7. Note that
— = 2500 Nusselt numbers displayed from this point forward in the paper
are given based on the hydraulic diamebgy. Shown in Fig. 7,
these line plots show similar trends at both tip gaps.
Fig. 6 Baseline Nusselt number contour plots for the  (a) small For the blade camber line data shown in Fig. 7, there are very

and (b) large tip gap

Journal of Turbomachinery

low values for both tip gaps immediately downstream of the dirt
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Table 2 Positions for Line Plots 1.50 T T T T
- - O Small Tip Gap - 0.58%
Large tip gap Small tip gap n O Small Tip Gap - 1.0%
Repn L/Dh Reyy L/Dh 1.25 ¢ Large Tip Gap - 0.58% _|
. & Large Tip Gap - 1.0%
Line 0 4.4x 10 4.0 1.5x 10* 11.9
Line 1 47X 10¢ 4.0 1.6x 10 12.1 4
Line 2 45x%x 10¢ 2.9 1.5x 10 8.7 hﬂh 1.00 EatE8
Line 3 44x 10 27 15x 10¢ 8.1 ¢
075 . E
Line 1
purge cavity. Downstream of this area of low heat transfer, the
camber line data increase as the blade becomes thinner. Th 0.50 . L L 1
pressure-side data begin to increase at akéGt=0.15 as the 1.50 I . : ; !
separation bubble begins to form. Nusselt numbers increase unti o Small Tip Gap - 0.58%

x/C=0.4, where the maximum Nusselt numbers are reached for
both tip gaps. Downstream of this location, the pressure-side date
remain relatively constant with oscillating levels. These oscilla-
tions, seen especially at the large tip gap, suggest localized effect
in the separation bubble most likely due to the sensitivity of the
separation region to any imperfections at the corner of the blade
tip. This separation region was also computationally predicted by
Hohlfeld et al.[16]. At the very trailing edge of the blade, the
camber and pressure-side lines become equal for the same gs
height. This is because the tip is so thin that the entry region
dominates the entire tip passage. In general, the pressure side ¢
the blade tip experiences relatively high heat transfer and, as suct
justifies the idea of adding pressure-side film-cooling holes.

To compare the baseline results to the turbulent channel flow
correlation in Eq.(2), data have been taken along various lines
across the tip. For each line to be compared to channel flow, the
local inviscid velocity was used to calculate the Reynolds number.
This velocity was found from the local pressure difference as
predicted at the 95% blade span. The Reynolds number based o
local velocity andD,, are given in Table 2 along with tHe/D,, at
each position. Line 0 is only of interest to the baseline cases
because, when blowing is present, this area is affected by the dir
purge holes. Lines 1 and 2 were identified in Part 1 of this paper
[2] as the locations having the maximum effectiveness levels
while line 3 is between two jet trajectories. Figure 8 shows lines 0,
at S/S,,.=0.28 for the baseline cas@so blowing. Note that for
this plot, L 4 is the maximum local blade thickness at each line
location, and. is the distance along that line. Figure 8 shows that
within the range of uncertainty, flow at both gap heights becomes
fully developed at line 0. At line 3, the measured heat transfer is

h/h

f o

hf/ho

higher than the correlation. This is dueltéD <20 at the trailing Fig- 9

edge of the blade reflecting the influence of the entry region. an
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Fig. 8 Line plots at lines 0 and 3 for baseline cases
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Film-Cooling Hole Results. The heat transfer measurements
on the blade tip with blowing from pressure-side holes were com-
pared to the baseline with no blowing. For this comparison, a
h¢ /hy ratio greater than one means that there is increased heat
transfer with blowing, and a ratio less than one means that the
heat transfer is reduced when blowing is present. Two lines were
chosen to follow the peak effectiveness locations of separate film-
cooling holeqlines 1 and 2, and a third line was chosen to follow
in between two film-cooling holedine 3).

Figures %a)—9(c) shows the comparison lines for the tip results
with blowing. Blowing causes severe increases in heat transfer up
to one hydraulic diameter into the large tip gap and up to five
hydraulic diameters along the small tip gap. While the enhance-
ment is not as pronounced for the remainder of the gap length,
there is still an effect of blowing ak¢/h, values are generally
above 1.

Based on the results shown in Fig$aB-9(c) flow models can
be described for the pressure side blowing. For the large tip gap,
the flow separates from the blade pressure side and impinges upon

Transactions of the ASME
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Fig. 10 Heat transfer augmentation at the camber line for the
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the shroud. The separation region is enhanced by the high mome
tum flow from the holes thereby causing high augmentations c
the heat transfer coefficients. For the small tip gap, the coolant ji
fills in the separated region.

Data taken along the camber line are shown in Figsa)tdb)
for the small and large tip gaps, respectively. Heat transfer aug
mentation within the dirt purge cavity is very high. Immediately
after the dirt purge cavity between 8&/C<0.3, the large tip
gap has a highdn; /hy than the small tip gap. This is most likely
due to vortices that are created by the dirt purge holes in the ca
of the large tip gap. Higher heat transfer augmentations occur ¢
the downstream side of the second dirt purge hole, which is whe

NHFR 1.0

1.5

0.5

0.0+

20 T T
O Small Tip Gap
® Large Tip Gap
1.8 |-
(o]
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h/h
14 | -
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Coolant Flow (% Passage)

Fig. 11 Area-averaged heat transfer augmentation for the en-

tire blade tip
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x/C

Fig. 12 Pressure side plots of NHFR for the small tip gap

the lowest heat transfer occurs for the baseline case. This combi-
nation results in high augmentation values at this location for the
large gap.

At the small tip gap(Fig. 10(a)) augmentations decrease to
below 1 arounck/C=0.2. Fromx/C=0.3 to 1, the augmentations
show a continued increase along the blade tip at the small tip gap.
The increased heat transfer augmentation may likely be due to an
increase in the size of the separation region along the pressure
side of the tip. The results indicate that there is always an increase
in the heat transfer augmentation with increased blowing. Kim
et al. [15] showed that with a shaped hole, the heat transfer in-
creases as much as 13% with a 60% increase in coolant flow.
Results from this test show about an 8% increase in heat transfer
for a 75% increase in coolant flow. The lower augmentations may
be attributed to the compound injection angle and the cylindrical
hole shape of these tests as compared to Kim et al.
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shows increased heat transfer augmentation with increased blo 02 %o,
ing. The area averages in Fig. 11 indicate the rise in the overe ©  Line2
heat transfer coefficients as a result of blowing. There appears

. _ 0.0 . : ' :
be a larger difference between the small and large tip gaps at tl
higher coolant flow conditions. Overall augmentations for the 1.9 T T l T
small tip are larger than for the large tip gap at both blowing (¢) Line 4
ratios. 0a- tne )
Net Heat Flux Reduction. Combining the heat transfer mea-
surements of this paper with the film effectiveness measuremer
of Part I[2], the overall cooling benefit is summarized in the net g 0.6 7]
heat flux reductiofNHFR). Shown in Eq(3), NHFR is an estab-
lished method of evaluating the overall effect of a cooling schem 0.4 gpooBoog|
8 oo
on a surfacg21], g o 000 ¥
s} 0092800 0
NHFR=1—h, /ho(1— 7- 6) 3) pODD 005600 °%% %000
_ _ _ _ 020 g ggoAAAAAAAAAAA/s@
In this equation, all variables have been measured experimenta 0,0 08 A
except for . A constant value of 1.6, which corresponds to a © a2
. . . 0.0 AAAD 1 | 1
cooling effectiveness of 62.5%nverse of 1.6, was used for this 0.0 0.2 04 06 0.3 1.0
paper and was based on the previous literaifig As this equa- ' ’ ’ L/L ’ ) ’
tion shows, when high heat transfer augmentation is not accon. max

panied by high film cooling, the NHFR can become negative. A
negative NHFR means that the cooling scheme is actually caus@%
an increased heat load to the blade surface. Figure 12 shows
examples of an increased heat load for the small tip gap at 0.58%
and for the large tip gap at 1% coolant flow. Line plots along the
pressure side of the tip foy, h;/hy, and NHFR are shown. The of coolant over the tip, and line 3 lies in between two coolant
vertical lines show the locations where NHFR is slightly negativg@aths. Increased blowing levels result in increased NHFR values
For the negative values relating to the small tip gap case, thethe small tip gap, but not always at the large tip gap. As has
negative NHFR comes from localized low valueszralong with  been mentioned in Part 1, the lower coolant flow rates actually
high heat transfer. These two locations are between film-cooliagjow the jet paths to remain attached to the blade for the large tip
holes where the cooling effectiveness is I@vecause the cooling gap. This is made evident at line 2. The 0.58% case starts off near
holes have relatively poor spreadjrand heat transfer is high. NHFR=0.5 and quickly decreases as the low coolant flow is dif-

The NHFR values were calculated locally for each case and dused with the main gap flow. For the 1% case, however, there is
shown in Fig. 13. Also shown in Fig. 13 is a location for one o& constant NHFR-0.2 across the entire gap width. This agrees
the hole exitdblack doj. Not all of the hole exits are shown for with previous suggestions that the jets for the large tip gap sepa-
proprietary reasons. Generally the entire blade tip surface hase from the blade and attach to the shroud at higher blowing
positive values. Also, the leading edge tends to have high NHFRtes. For line 3, which is in between two hole paths, similar
values resulting from the dirt purge blowing. There are noticeabtesults are seen as on the hole paths, such that at the small tip gap,
streaks along the blade that are aligned with the film-cooling trircreased blowing increases the NHFR, whereas at the large tip
jectories for the small tip gap. gap, the opposite is true.

To further study the NHFR along a cooling path, data were NHFR results taken at the camber line are shown in Fig. 15.
taken along the path lines described in Table 2. These results @he results in Fig. 1&) indicate much higher variatiofmeaning
shown in Fig. 14. Once again, lines 1 and 2 follow the direct pathinimum to maximum difference$etween hole locations at the

14 (a)—(c) Individual line plots of NHFR at different loca-
s along the blade tip
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Fig. 15 NHFR levels for camber lines for
large tip gap settings

(a) small and (b)

averaged results, the NHFR was averaged over the downstream
70% portion of the blade to illustrate the effects blowing and tip
gap settings, as shown in Fig. 16. By discounting the dirt purge
flow, there is much less dependence on blowing ratio for these
results while there is a strong dependence of the tip gap.

Conclusions

Baseline cases with no blowing at two tip gaps have confirmed
that tip heat transfer increases with gap height. This increase can
be explained by considering the entry region effect being more
dominant for the larger gap distance. Also, a separation region
along the pressure side of the tip surface has been indicated by the
tip heat transfer measurements. The baseline results showed that
there is a small region of low heat transfer, which occurs near the
thickest portion of the blade, and tip heat transfer increases toward
the trailing edge.

When injecting coolant through pressure-side film-cooling
holes, tip heat transfer coefficients are increased above what oc-
curs with no blowing. Increases in the blowing ratio lead to in-
creases in heat transfer on the tip surface. Overall augmentations
for the small tip were measured to be larger than for the large tip
gap for both blowing ratios.

By evaluating the overall cooling benefit through a net heat flux
reduction, the results indicate an overall benefit to the tip by re-
leasing coolant from the pressure-side holes despite increases in
the local convective heat transfer coefficients. The area-averaged
results for the entire tip indicate relatively little dependence on
coolant flow rates and indicate that there is a higher cooling ben-
efit for a small tip gap relative to that of a large tip gap. This
higher benefit results from higher adiabatic effectiveness levels.
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lower blowing ratio than the higher blowing ratio. At the large tifNomenclature

gap(Fig. 15b)) similar trends are seen such that the lower blow-
ing ratio exhibits higher variation between holes than for the
higher blowing ratio. Also, increasing the tip gap tends to decrease

C = true blade chord
D = dirt purge hole diameter

the NHFR, whereas increased blowing ratio has no noticeable Ph = hydraulic diameter, always used as 2h or 2H

affect on the mean NHFR values.

F = augmentation factor for fully developed correlation

Area-averaged results of the NHFR are shown in Fig. 16 usingh’ H = small or large tip gap

both the entire blade tip area and the downstream 70% of the
blade tip area. Figure 16 shows increasing NHFR values with
increased blowing for the averages over the entire tip surface area.
Also, the small tip gap has significantly higher NHFR values than
the large tip gap. Because the dirt purge holes dominate the are -"Ilax

25

—&— Small Tip Gap, full blade tip '
—0— Large Tip Gap, full blade tip

2.0 r~ -@=-- Small Tip Gap, 70% of blade tip -
- -8~ - Large Tip Gap, 70% of blade tip

1.00 1.25
Coolant Flow (% Passage)

Fig. 16 Area-averaged NHFR for full blade tip and for the
downstream 70% of tip
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hy = film heat transfer coefficient

hy = blade heat transfer coefficient with no blowing
= thermal conductivity

L = local thickness of blade

= max local thickness of blade

= max thickness of blade overall

T
NHFR = net heat flux reduction, see E@)
Nup, = Nusselt based on hydraulic diamete¢D,,)/k
Nu;y = Nusselt, fully developed based on hydraulic diameter,
h(Dp)/k
Nupc = Nusselt based on chortd(C)/k
Nuppn = Nusselt based on hydraulic diamete(Py,)/k
Pr = Prandtl number
0w = heat flux supplied to tip surface heater
g; = heat flux loss due to radiation
R = resistance in).
Re, = Reynolds based on inlet velocity,;,C/v
Rey,, = Reynolds based on local velocity,,ca(Dp)/ v
Reypn = Reynolds based on exit velocity,e,(Dy,)/ v
S = distance from leading edge
Shax = distance from leading to trailing edge
T, = blade wall temperature
T, = freestream temperature
T, = background temperature of radiation surface
T. = coolant temperature
Uwca = local velocity on tip gap
U, = exit velocity (at blade trailing edge
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X = distance a|0ng blade chord 7Dis;trit;;t[ilons on a Gas Turbine Blade Tip,” ASME J. Turbomaci22, pp.
Greek [10] Teng, S., Han, J. C., and Azad, G., 2001, “Detailed Heat Transfer Coefficient

Distributions on a Large-Scale Gas Turbine Blade Tip,” ASME J. Heat Trans-
fer, 123 pp. 803-809.
[11] Kwak, J. S., and Han, J. C., 2002, “Heat Transfer Coefficient and Film-

n = film-cooling effectiveness, Taw— T)/(T—Te).
v = fluid dynamic viscosity

p = fluid density Cooling Effectiveness on a Gas Turbine Blade Tip,” ASME Turbo Expo, Am-
e = emissivity of tip heater surface, always set to 0.93. sterdam, The Netherlands. Paper No. GT2002-30194.
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Parametric Effects on Heat
Transfer of Impingement on
Dimpled Surface

Jet impingement on a dimpled surface is investigated experimentally for Reynolds num-

K00n|ava Kanok|aruvu|t bers in the range 500011500, and jet-to-plate spacing from 1 to 12 jet-diameters. These
. . include spatially resolved local Nusselt numbers with impingement both on the dimpled
Ricardo F. Martinez-Botas itself and on the flat portion between dimples. Two dimple geometries are considered:
. o hemispherical dimples and double or cusp elliptical dimples. All experiments were carried
Department of Mechanical Engineering, under maximum crossflow that is the spent air exits along one way. At the narrow jet-to-
Imperial College London, plate spacing such as H/B-2, a vigorous recirculation occurred, which prevented the
EXh'bl“Of] Road, dimpled plate to enhance heat transfer. The effect of impinging jet positions meant that
South Kensington, impinging onto dimples generated more and higher energetic vortices, and this led to
London SW7 2AZ, UK better heat transfer performance. Cusped elliptical dimples increase the heat transfer

compared to a flat plate less than the hemispherical geometry. The influence of dimple
depth was also considered, the shallower dimple, g#D.15, improves significantly the

heat transfer by 64% compared to that of the flat surface impingement af +4Dthis

result was 38% higher than that for a deeper dimple of g#D.25. The very significant
increase in average heat transfer makes dimple surface impingement a candidate for
cooling applications. Detailed pressure measurements will form a second part of this
paper, however, plenum pressure measurements are illustrated here as well as a surface
pressure measurement on both streamwise and spanwise directions.

[DOI: 10.1115/1.1791292

Introduction Kataoka et al[5] elucidated the mechanism of impingement on
There have been a number of ideas of complementing jet iarflat surface, which involved the development of large-scale ed-
. i ) S Mies at the end of the potential core with significant vortex pairing.
pingement with other techniques such as initial crossflow, f'lpﬁurbulent surface renewal was caused by the impingement of
co_ollng, ribs and tu_rbulators. Attem_pts hava_a been made to OPMiese energy containing eddies on the thermal boundary. Gau and
mize each method in order to obtain effective heat transfer wi ung[6] considered slot-jet impingement on a semi-cylindrical
low-pressure loss. In order to augment the heat transfer, ti§ncave surface, an increase in heat transfer relative to a flat sur-
boundary layer has to be thinned or be partially broken afgce was found. In addition, the flow visualization by Cornaro
restarted. _ et al.[7] on the concave surface clarified vortex formations both
Regarding the flow passed dimples as a turbulence generatgp ghe radial and axial direction, which were believed to be the
number of studies have been published. Kesarev and Kd2lbv reasons of heat transfer improvement. However, at narrow jet-to-
studied a flow past a single hemispherical dlmple of 150 mmate Spacing, a strong jet recirculation was produced.
diameter, and explained the phenomenon in terms of a “source”The current research focuses on impingement heat transfer onto
and a "sink.” The heat transfer was enhanced by 1.5 times com- dimpled surface using the transient wide-band liquid-crystal
pared to a plane flat circle of the same printed diameter. Afgachnique. The influence of Reynolds number, jet-to-plate spacing,
nasyev et al.[2] conducted an investigation on the effect ofmpinging jet positions, dimple geometry and depth are examined
staggered-dimple density; the greater the density of the dimples well as the technique of calculation of taking into account the
on the streamline surface; the greater the deviation of the tempedlanple areas. Moreover, the detailed heat-transfer inside the
ture profile was from the logarithmic law of wall. Moreover, thedimple cavities is also presented. All overall average results are
heat transfer was increased by 30—-40% without any significatnmpared with those of a flat plate impingement. Additionally,
increase in friction factor. They suggested that the viscous sutlenum and surface pressure measurements are presented.
layer thickness was slightly decreased due to the concavities of
the dimple. Moon et al[3] studied the heat transfer levels in aExperimental Procedure

staggered-dimple passage using the narrow-band transient liquigtigure 1 illustrates a schematic of the experimental apparatus.
crystal method. They stated that the dimpled-passage enhantfd measurement technique is based on a transient method:;
heat transfer up to 2.1 times relative to a smooth passage, whlgated air from a fan is passed through a 9-Watt heater, it then
the friction factor was twice that of the smooth passage. Maflows into a large plenum chamber. The flow is initially by-passed
mood et al[4] examined the flow past a staggered array of hemie enable the conditions to be set inside the chamber; a draw is
spherical dimples. They used the smoke-wire technique to visutilen used to expose the impingement plate to the heated flow. In
ize the flow; vortex shedding occurred, and it enhanced hea&e working section, three sidewalls were installed in order to
transfer by 1.85 to 2.89 times that of a flat plate. constrain the flow in one direction at the exit and thus obtaining
the maximum crossflow scheni@,9]. The target plate was of the
Contributed by the International Gas Turbine Instit@TI) of THE AMERICAN  dimension 32& 320X 25.4 mm, and hung beneath the nozzle
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF p|ate by four adjustab|e studs. Table 1 summarizes the different

TURBOMACHINERY. Paper presented at the International Gas Turbine al : ; ; ; : ;
Aeroengine Congress and Exhibition, Vienna, Austria, June 13—-17, 2004, Papernlggnflguratlons in nondimensional terms, as described below.

2004-GT-53142. Manuscript received by IGTI, October 1, 2003; final revision March TWQ phases of experiments were carried out; th_e first phase
1, 2004. IGTI Review Chair: A. J. Strazisar. investigated an 8-by-8 array of 10-mm jets impinging on both

Journal of Turbomachinery Copyright © 2005 by ASME APRIL 2005, Vol. 127 | 287

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



—

Heated Afr from
[ and hester

=

TR
YA ETEEE;

Trareparent Perspex %

Plerumn Choanbyer

Target Flate :

Dimpled or Flat Plate

A B

3CCD Camara

Z Strearmwise direction

17

Crossflow schematic and direction

Fig. 1 Schematic of experimental apparatus

hemispherical 20-mm diameter dimples and cusped-elliptic,gilg. 2 Dimple plate geometries. In

v &
LI X JLIX XX O O O O 0O OO0
o0 0 PO OO0 #0030 O 4O 20 %O e
L R BN N C 0000000
OO O0OG¢GOO0O0 0 I O O *O RO KO &
> 0 S 00 0 00 OO0 000000
0O00PGO OO0 WO W0 9O WO WO O WO e
O 3 0 e e ) Q0000000
o0 oo o | EFOFO RO RO RO KO KOK
LK JR JE K R R K O 0 QOO0 Q0 QOO0
O0000 00 V| #ORO RO RO O XO WO
LK JE K K JR R K 0O 0 00 Q0Q Q0
OO0 00000 O RO O RO KO O RO &
* 0 PO O O e Q0 000000
0D00000 O wO WO 9O WO WO O O e
XYY Y] OO0 O O000OOO0
(a) Hemispherical dimples
v A

L A KX X L L X X ) OO
CDCDC")C%C}C)CD e OO O A DR DA Ok
L X X ¥ ) » o » OO0
DO HC Ik DA DTk
L X X X L XX X J [ o N o W Wb e N o W ol |
COCDCOPCICID [ e wp, i mY ey dey |
LI Y X ILXX X J QOO
CO CO O (- - T R o TR Trke
L. X X R XL X X X X CICOCICHLOCODCOCY
COCDCIECDCID A Zho” T G e e s Tk
L. X X E L X K X J <O [ )

COCOCOCOCOCOCO HC 2. b

L X X X 1 X X X | COCOIIICOLIID
C')f'?C‘)Cg")f"CD AnC o Zihn¢ e A e ik
LI X r 3 X X ¥ ; OOOOOOODO

() Cusped ellip tical dimples

Jet boles aligned with dimples Jet holes aligned with flat portions

(c) Imp inging p ositions

(a) and (b) the black por-

dimples. A cusp-elliptical dimple had the same equivalent pr@ons indicate the projection of the jet hole on the plate, the left
jected area as the hemispherical geometry. The pitch of the jatsd figures are impingement on the dimple itself while the
and dimples was fixed at 4 diameters of the corresponding georight hand is impingement on the flat portion between dimples.
etry. The impinging positions were set to big onto the dimples (c) shows a schematic diagram of the location of impingement

(shown in Fig. 2 on the left-hand-sided picturesd (ii) onto flat
portions adjacent to dimpldshe right-hand-sided pictures in Fig.

2).

Liquid crystals of the temperature range of 35 to 45°C were

In the second phase, the geometrical parameters were desigigted on each Perspex target plate followed by black paint. A
to be twice as big as those of the first phase: dimple dianté@r 3ccp camera was set up to take a picture from underneath with
mm), jet diameter(20 mm and dimple dept10 mm. The aim g off-axis lighting installation. According to Camci et aL1]
was to examine the heat tran_sfer |n5|d_e the dimple cavities. Twgg Wang et al[12], the hue is sensitive to the local light inten-
plates were manufactured with two dimple depths of 10 and &y and the illumination angle, hence all the set up was fixed and
mm, which corresponded @/D of 0.25 and 0.15, respectively. cajiprationin-situ was achieved. The liquid crystal calibration of

Figure 2 displays the top views of the two hemispherical dimpleg

e hue value against the temperature was carried out with a cal-

plates. The areas inside the dimples were taken into account in tfig;teq uncertainty withirt 3%. The curve fitting and regression

analysis.

analysis resulted in the fifth order polynomial temperature—hue

Note that the thickness of the target plates was designed “”P@étionship as per Yuen and Martinez-Bof48,14). Each camera

the assumption of one-dimensional conduction and from the Cfiage was transferred to a personal computer using a firewire
relation,z=2./at [10].

Table 1 Test parameters

Phase Dy/D; Re(x107% d/Dy H/D; Impinging onto
1 1.73 5,8,115 025 2,4,8,12 Dimples,
Flat
2 2.0 5,8,11.5 0.15, 1,2,4,6,8 Dimples

0.25

288 / Vol. 127, APRIL 2005

lead, which transferred data directly from the camera to the com-
puter without the usage of a frame grabber. Each experiment was
filmed with the noncompression mode in order to receive the data
as completely as possible.

Experiments were carried on at Re of 5000, 8000 and 11500.
The jet-to-plate spacing was varied at 2, 4, 8 and 12 jet diameters.
All tested parameters in this study are exhibited in Table 1. Note
that the crossflow was generated only by the spent air after im-
pinging on the target plate.

The transient method was applied throughout the research;
hence the well known solution to the 1D unsteady heat conduction
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Z 40 — - - Ohot & Trabold A987) (Phase 1, Table 1)
i 30
z - .
?1‘“ ] Results and Discussions
8- 10 Overall Average Heat Transfer of Flat Plate (Baseling.
0 — Before showing the results of jet impingement on dimples a base-

line case on a flat surface was investigated at the same Reynolds

HDj numbers. Figure 3 shows the results together with a comparison
() Rey = 3000 with published results by Obot and Trabdld7] and Huber and
Viskata[18]. Results are presented in the dimensionless form of
60 - Nusselt numbers; a good agreement is found. As expected, the
o ¢ BresentWoak heat transfer was higher at the lower jet-to-plate spacing and
E 50 1 —— Hiher & Viskanda (1994) higher Reynolds number. All experiments were conducted with
0 the three sidewall$Fig. 1), hence the flow exits in one direction
g 2 Thot & Tralwld (198 7) only.
z 20 | Influence of Reynolds Number. Figure 4 shows the stream-
s' wise average of Ny/Nu, at different Reynolds numbers at
5 10 1 H/D;=8; the spent air exit direction is from the right to the left
0 — (see Fig. 1 for a coordinate systeriThe highest performance of

the dimpled surface was at a Reynolds number of 11500 followed
. by the 8000 and 5000 cases. In terms of averaged quantities, the
HDj heat transfer at Re11500 was 51% higher than the flat surface,
see Fig. 5. For the lower jet-to-plate spacings such as 2 and 4
diameters, the Reynolds number affected the results less than the
larger spacings. AH/D; of 2 for the lower Reynolds number of
5000 and 8000, there was no improvement in heat transfer of the
dimpled surface compared to that of the flat surface. However, an
8% increase was found at a higher Reynolds number of 11500.
ForH/D;=4, Fig. 5 shows the improvements around 20%. None-
theless, the Reynolds number was more significantly influenced at
higher jet-to-plate spacings of 8 and 12.

(c) Remsi = 5000

Fig. 3 Overall averaged Nusselt numbers of jet impingement
on a flat surface, including results from the literature

equation was usedf=1—exppBZerfcg where 6= (T,—T;)/
(T»—T;) and B= ht/Jpck. The bulk temperature was mea-

sured inside the plenum chamber. The fundamentals of the jet impingement on a flat surface are

The experimental uncertainty throughout this study was withj . I i
+12.2% based on 95% confidence levels according to Moffg}te” established. After jets impinge on a plate they form a cross

[15]. The highest uncertainty that might happen was the sum of
uncertainties of: the temperature measured by the liquid crystals,

the initial and the bulk flow temperatures measured by thermo- L7

couples, the time frame measurement and the thermal product L5 - A

(J/pCk) for the Perspex substrate. Thermocouples used in this o A

study had the uncertainty af 0.5°C, which made the uncertain- o L3 o

ties of initial and bulk flow temperatures becom®.5 and+=1%, % i . 8 g

respectively. The highest uncertainty of time wa®.67%. Fi- ] g

nally, the uncertainty of the thermal properties of the Perspex Z 09 ©Re=5000

substrate was typically-5% [16]. 07 - ORe = 8800
In addition to the heat transfer experiments, the pressure loss : ARe = 11500

experiments were carried out by tapping 7 mm holes from the 0.5 ——

center of the test plate toward one end. In order to achieve the 0 2 4 6 &8 10 12 14

pressure readings across the plate in both directions, the plate was HDj

rotated. Three rows of static taps were drilled: through staggered

dimples(to the jet holej inline dimples and flat portions betweenrig. 5 A comparison of normalized average Nusselt numbers
the staggered and inline rows. at various jet-to-plate spacings, hemispherical dimples
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1 Fig. 7 A comparison of normalized overall average Nusselt
numbers at various Reynolds numbers of hemispherical
{3 3 dimples of 17.32 mm diameter
XD,
Fig. 6 Normalized streamwise average Nusselt numbers of enhance the heat transfer was better than the flat surface at the
hemispherical dimples at Re  =8000 (Phase 1, Table 1). Note that  same condition. But in both these cases one would presume the
the crossflow direction is from right to left ). existence of a recirculation flow inside the dimple itself that

would prevent an effective use of the dimple as a heat transfer

) enhancer; further work including a detailed flow investigation will
flow, Commonly known as spent-fIOW. This crossflow deflects Suh)”ow this paper inc|uding Varying the relative curvature
sequent jets from their intended target position, thus a decline(iD. /D4) and more results on varying dimple depths. At much
the overall average heat transfer across the target plate ocCyygyer distancesH/D; =12, the spacing was wider so that the
With the presence of dimples, the spent-flow separates in a higl@icoming jets were losing their momentum, even though the jets
degree than that caused by post jet-impingement on a flat plajge likely to impinged below the end of the potential cores. At
When the velocities at the jet exits were increaseel, higher H/D,=8, the recirculation inside the dimple itself should be less
Re), the velocity of the spent flow consequently increases, thionounced than at narrower spacings, and had higher momentum
helped to relieve the heat transfer degradation that occurs quHgn the larger spacing of 12; leading to the best overall perfor-
the jet-deflection mentioned earlier. mance of all the spacings.

Effect of Jet-to-Plate Spacing. The jet-to-plate spacing  Effect of Impinging Jet Positions. The arrangement of jet
strongly affected the heat transfer results on both flat and dimplggles directly above the dimples exhibited higher heat transfer
surfaces. AH/D;=2 and Rg =11500, the dimpled surface im- gugmentation than that when impingement occurred on the flat
proved the heat transfer by 8%; while a significant improvemepbrtions, Fig. 8 foH/D;=8. The same was found for the cusped
was found at the larger spacings as shown in Fig. 5. The distaretptical dimple, Fig. 9. Figure 10 illustrates the normalized over-
from the nozzle plate to the bottom of a dimple was 4.5 jet dianall average Nusselt numbers of both impinging positions for both
eters, which might be the end of the potential core according timple geometries. The arrangement of the jet holes inline to the
Cornaro et al[7] who presented flow visualization of a single jetdimples produced higher heat transfer than those inline to the flat
impinging onto a concave surface. They showed that at the endpairtions.
the potential core there was a strong radial oscillation of the stag-From the recorded video for Case (Jet holes inline to
nation point that accelerated the breakdown of the roll-up vorticeémples, the strong crossflow deflected the jets to impinge on the
that struck the surface. This effect ruined the symmetry of the jdobwnstream halves of the upstream rows of dimples and for the
making it dissimilar to impingement on a flat plate. downstream dimple rows on adjoining flat portions. These deflec-

Jet impingement on a dimple plate can be thought as a couptazhs caused the dimples to function more properly as turbulence
effect of jet impingement itself and channel-flow caused by theromoter as aforementioned in the effect of the crossflow scheme.
spent-air; the performance depends upon which one dominatdswever, for Case Zjet holes inline to flat portionsthe oncom-
The channel flow enhanced the performance of dimpled surfaéeg jets were shifted to impinge onto the upstream rims of
as presented previously by the authf8% Three crossflow exit
schemes were compared in that work: freely éikitir-way), two-

way exit and one-way exiias used throughout the current study B r . .

A significant heat transfer improvement of dimples was shown in i m M 45%

the two- and one-way exits, but heat transfer reduction by 10 to ot | &P a0l ol O i L2 I

15% was found in the free-exit scheme. oili%iel STOT Gai g oo
Figure 6 displays the normalized streamwise averaged Nusselt e W % _ ? R

numbers of hemispherical DG=17.32 mm or d/D4=0.25) 5o - 1 B e hotiare | |

dimples at arH/D; of 4, 8 and 12 for Re8000(Phase 1 in Table

1). The results indicated that &/D;=4 the dimpled surface
improved heat transfer less thankD;=8 compared to that of
the flat plate at the same conditions, and its performance was
similar to that atH/D;=12. On averagéFig. 7), atH/D;=8 the
dimples raised the heat transfer by 38% compared to the result of

)

Bpemvoe Average Nusesh marber
&

’
¢
L
2

the flat plate, 22% ail/D;=4, and 21% at/D;=12. Notwith- 1] -
standing, with the presence of dimples of the heat transfer for i
H/D;=2 slightly decreased at a Reof 5000 and 8000 when O e e B8 i0

]
compared to that of the flat surface, but 8% improvement was YA

found for RQ,JleSOO. At spacingS—I/Dj=2 and 4 with RS] Fig. 8 Spanwise averaged Nusselt numbers of different im-

=11500, the spacing was narrow enough to form a strong chanpglging jet positions on hemispherical dimpled plate HID=8
flow to hasten the jets after impinging to impact the dimples, arahd Re=11500 (Phase 1, Table 1)
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Fig. 9 Spanwisewise averaged Nusselt numbers of different
impinging jet positions on a cusped elliptical dimpled plate at
H/D;j=8 and Re=11500. (Phase 1, Table 1) an
E E6
dimples, which were located downstream of the corresponding flat E
portions. The jets then lost momentum once impinged on the up- L ] %0
stream rims of dimples, and this led to lower heat transfer im- i
provement compared to Case 1, because the upstream edges could ‘s _|r— it Fide
be “sinks” which ejaculated the vortices from the upstream to- g“’ ~B— Hemizpheres
ward the downstream dimples according to Kesarev and Kozlov -9 Cuaped
[1]. 8 4n
£
Effect of Dimple Geometries. Recalling that both hemi- Ea
spherical and cusped elliptical dimpled shapes having the same iE
wetted cross sectional area or equivalent diameter with the same i J
depth, Fig. 11 shows the comparison of the streamwise average 9'.% -5 E
Nusselt numbers at aA/D; of 4 and 8. For arH/D; of 4, the xo,
hemispherical dimples performed better than the cusped elliptical _
dimples by 10.78% on average and 6.70% foHaiD; of 8 (Fig. (b) H/D;=8

12). Considering the degradation caused by the strong crossflow, . .

for anH/D; of 4, the peaks of heat transfer results of the hem}='9: 101f bEtlﬁt(Sjicr)r]: SlggaT;’t";SSeC’;%mﬁgde‘tjoat‘g:g%f'\'ffissgr%‘irg‘

spherical dimples were redu_ced by 0.68% based on the upstre ase 1, Tablep 1).p(Figures gourtesy of Kanokjaruvijit and

peak, the cusped elllp_tlc'al dlmples by _1.5% and the fI_at p_Iate artinez-Botas [8])

6.78%. The cusped elliptical dimple divided the oncoming jet into

two parts, and the recirculation occurred inside both dimples that

formed a cusped elliptical dimple. This double recirculation was

more severe than that inside a single hemispherical dimple. ConEffect of Dimple Depth. Different dimple depths resulted in

sequently, the two rolling-up recirculations disturbed the oncorglifferent heat transfer augmentation. They clearly caused the dif-

ing jet. However, since the three sidewalls constrained the spéertent flow propagation from the dimples themselves. Figure 13

air to form a channel flow, this might hasten the recirculation flowhows the schematic of a dimple plate used to investigate such an

to shed along the crossflow. At a#/D; of 8 both geometries effect. Note that the center dimple was staggered and the rest are

performed better than the other two spacings compared to the ffdine to the jet holes. The plots of local Nusselt numbers for both

plate. Further flow visualization is needed to complete this physgiepths in Figs. 14 and 15 show that the trends in each cross-

cal explanation. Nevertheless, in terms of economy, manufactgection for both streamwise and spanwise directions are identical,

ing and performance, the hemispherical shape is more attractiv@wvever, the heat transfer results@Dy=0.15 are higher than

than the cusped elliptical shape. those ofd/D4=0.25. The lowest heat transfer was obtained inside
the staggered dimple in Fig. 5.

19 —4— Hentsphares -
17 Casel 13
] —- Cusped Ellipses - e
g1 Casel °, 16 =
o 13 —&— Hemspheres - Z 14
z 11 Case 2 112 *
09 —3¢— Cusped Elipses - z . ® | ¢ Henispleres
07 - T T , Case2 10 sc
2 4 8 03 T T v v S
HDj 0 2 4 6 2 10
HDj
Fig. 10 Comparisons of overall averaged Nusselt numbers of
both impinging jet positions to those of the flat surface, maxi- Fig. 12 Comparisons of overall averaged Nusselt numbers of
mum crossflow scheme  (Figures courtesy of Kanokjaruvijit and both dimple geometries to those of a flat surface at Re
Martinez-Botas [9]). Note that Case 1 means jets impinging =11500, Phase 1 in Table 1. (Figures courtesy of Kanokjaruvijit
onto dimples and Case 2 on flat portions and Martinez-Botas [8])
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Fig. 13 Schematic of dimpled plate showing local locations
with cross-sectional lines:  (a—a), (b—b) and (c—c) represent the
centerline of the plate (passing the center dimple which is stag-
gered), tangential line and centerline of inline dimples in the
streamwise direction, respectively, (a’—a’), (b’'=b’), (c’'=c’) in
the spanwise direction (Phase 2, Table 1). Note that the center
dimple is staggered and the rest are inline to the jet holes
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Figure 1&c) shows the normalized average Nusselt numbers of
d/Dy of 0.15 and 0.25 against Reynolds numberslD; =2 and
4. The results at eacH/D; showed the different trend. At/D; (b) Tangeniial Line (line b-h, ¥/D, = 0.05)
=2, Rebj=8000 led to the worst improvement among three Rey-

nolds number, but the opposite result @{D;=4. At Rebj

=8000 andH/D;=2, d/D4=0.15 resulted in a 23% increase, but
d/D4=0.25, a slight reduction. However, the heat transfer was
discernibly enhanced &i/D;=2 by d/D4=0.15 around 70% at
Rebjzllsoo; while d/Dy=0.25 augmented 11%. At Bje

=5000, the deeper dimples caused no difference in the heat trans-
fer from that of the flat surface. Contradictorily, the shallow
dimples enhanced 41%. At R8000 andH/D;=4, both cases
indicated the highest improvement'D 4= 0.25 improved by 39%
and d/D4=0.15 by 64%, while at Re5000 the shallower
dimples conducted the highest improvement by 38% compared to
the results of the deeper ones.

The deeper dimples caused a higher degree of recirculation than
the shallow ones, who entrained the vortices on the wall down- ) Ceniexline of inline dimp les {ine ¢-c, Y/D, = 0.1)
stream easier and faster, and this lessened the recirculation pen- ) ]
alty. Additionally, when coupled with impingement the shallowefd: 14 Comparisons of local streamwise Nusselt numbers at
dimples obtained the higher momentum from the oncoming jquferent locations from the schematic in Fig. 13
than the deeper ones. In accordance with Cornaro €7 lflor an
impinging jet on a concave surface, the well-organized vortices
were formed aH/D;=4, and the stagnation point oscillated ranjet velocity leading to the high velocity of the channel flow
domly in the radial direction. These happened with a lower Refermed by the crossflow, which assisted the dimples to function
nolds number such as 6000. When the turbulence intensity wasre properly.
increased, i.e., increasing Reynolds number to some level, th
well-formed vortices were broken down as well as the high
degree of the vortex structures dissipating upstream towards
oncoming jet. This might help explain in this study that wherfha

incre?‘Sif‘g the Reynolds r.‘”mber to 11500, the disturbances fr?rmne dimples(inline to jet hole$, followed by the downstream
the d_lSSlpatlon .Of the vortices were strong enough to form reci, portions, and the rest of the areas inside the dim(iess. 18
culation, and this caused it to have less heat transfer improvemgpf 19. However, the lowest heat transfer took place inside the
(compared to the result of the flat surfadean at Rg=8000. gtaggered dimples, and some distance further downstream from
However, the channel flow-like crossflow moderated the strengifem. This leads to the idea of heat transfer enhancement happen-
of the dissipation. ing by three dimples “teaming up”: two inline dimpldtabeled 1
Nevertheless, at/D;=2 smaller vortices occurred from theand 2 in Fig. 17 and 1 staggered dimpléabeled 3 situated
vortex breakdown on the wall with the recirculation, but higlownstream between two inline ones. Once the oncoming jets
momentum. The concavity of the dimples then caused these vimnpinged onto the inline dimples, the channel flow formed by the
tices to roll up, depending on the depths of the dimples. Figuceossflow from upstream propelled the jet to move forward, and
16(a) displays significantly high heat transfer augmentation oime flow inside the dimples acted like a souf2é producing vor-
d/Dy4=0.15 at jo=11500. This was possibly due to the highetices and shedding them in two directions toward the two adjacent

465 4 45 0 O0f

'l!!lﬂﬂ!%i!ﬂﬂi!ﬂ

g

§F 2 45 1 45 b 16 1§ T U

Extilose-up Inside Dimple Cavities. Looking at the detailed

eat transfer distribution, the lowest heat transfer occurred inside
dimples. From the video images, for both dimple depths, the
ximum heat transfer occurred at the downstream edges of the
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- Fig. 16 Overall heat transfer results of different dimple depths
- g """ - o : compared with those of the flat plate at ~ H/D;=2 and 4
“ .

e S SRS S S B | O =0 . . N
£ o oD,=0.18 parison of Nusselt numbers of dimpled surfaces of the imprinted
] diameter of 40 mm from three calculation methods for both values

of d/Dy: taking the whole area into account, excluding the

TV
_— DR R R F— o N dimple areas and excluding the dimple edges. Excluding dimple
ﬂh M imp xcluding the dimple edges. Excluding dimp

i 4 H : areas led to the reduction of the results by the order of 2 compared

& '?j‘ """"""" M s L 'R' to taking the whole area into account. When the edges were taken
1 H i
1

out of consideration, the results illustrate no significant reduction.

1
i
. 1 1 1
5-5.5 2 15 1 a5 a |1

0, Plenum Total Pressure. Figure 20 exhibits the total pressures
. indine di i - measured inside the plenum chamber for both dimple depths at the
©C line of dimples (¢”-c’, X/Dy = -0.1) tested jo andH/Dj; the flat plate is included for a comparison.
Fig. 15 Comparisons of local spanwise Nusselt numbers at At the same R§j’ Significant differences of the results of all three
different locations from the schematic in Fig. 14 plates were not found. Ati/D;=2, the total pressure was not a

function of H/D; or dimple depth. When the IBjewas increased
from 5000 to 8000, the total pressure was doubled, and likewise

staggered dimples. The observation was analogous to the inveféﬁ—m 8000 Fo 15000. AH/D;= 1 for both R@,_:8OOO and 11500,
gation of Terekhov et a[19] on the parallel flow across a singlethe deep dimplesd/D4=0.25) induced the highest total pressure
dimple that the flow propagated, for instance, in 45 degree resp@gtong the three plates; this could be due to a greater tendency to
to the direction of the mainstream. Friction factors and detaild@m rolling-up vortices in the dimples.

pressure distribution across the dimpled plates will be presented irwa” Static Pressure. The pressure distribution across a
a following paper. dimpled plate ofd/Dy=0.25 atH/D;=4 Re,=11500 for the

Effect of Taking Into Account Dimple Areas. As foregoing, maximum crossflow scheme is illustrated in Fig. 21 in both
the experimental data from the hemispherical and cusped elliptisileamwise and spanwise directions. Note that for the streamwise
dimples in Phase {Table 1) did not take the dimple areas intodirection (Fig. 21(a)), the crossflow direction was from the right
account, but the analysis on the dimple imprinted diameter of 4&ftward. On the locations along the rows of staggered dimples
mm in Phase ZTable 1 did. This was because the liquid crystaland flat portions, the static pressures display no significant differ-
slurry was accumulated at the bottom of the small dimples whemce across the plate. The interest was drawn to the pressures
being sprayed. However, the heat conduction at the edges of tieng the inline dimple row. The highest peaks represent the stag-
dimples was also carefully considered. Figure 19 shows the conation points of the impinging jets, which happened inside the
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Fig. 17 Contour plot of Nusselt numbers of a dimpled plate of 40 mm diam-
eter and 10 mm depth (d/D,=0.25) at Re=11500 (Phase 2, Table 1). Note that
white rings represent dimple positions

inline dimples. They were deflected towards the downstrea@onclusions
edges of dimples, and the level of the peaks decreased in th . o . .
downstream direction where the crossflow became stronger. Fo )_(perlmental results of jet impingement on d'”.‘p'es with the
the spanwise directiosee Fig. 21b)), the dimples near the side- MaXimum crossflow schem@ne-way spent air ejitshowed a
walls, where the stronger crossflow was expected, also had {grge heat _transfer enhancement relative to a flat plate for most
highest pressure, while the values were less near the center of¢ages studied.

plate. Therefore, the crossflow formed by the jets after impinging At a high Reynolds number, the flow contained more energetic
helped to diminish the pressure by reducing the momentum of taddies. With the presence of dimples, those eddies were broken
oncoming jets. down into a smaller-scale, and these assisted enhancing the heat

44— Crosflow

78 |

EDIESD wEkX="T1 JR=--53 DD

m n » » ] w n
Sirmaarvrine Pizel Cound

Fig. 18 Contour plot of Nusselt numbers of a dimpled plate of 40 mm diameter
and 6 mm depth (d/D4=0.15) at Re=11500 (Phase 2, Table 1)
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Fig. 19 Effect of the calculation method of taking into account Fig. 21 Surface pressure distribution across the dimpled
areas of dimples and dimple edges, ~ H/D;=4 plate, H/Dj=4, Rep=11500, d/Dy=0.25, Maximum crossflow

scheme

transfer, as illustrated by Re1l1500 andH/D;=8 where the heat
transfer was improved by 50% on average compared to that of thansfer than the deeper one¥[D 4=0.25) plausibly because the
flat plate. vortices formed inside the dimples could be shed more easily than

Jet-to-plate spacing had a significant impact on the heat transfie& deeper dimples. Moreover, the rolling-up of recirculation for
of the dimple impingement. The narrow spacing could cause tkige shallow dimples could occur more difficult.
recirculation which diminished the heat transfer. Concurrently, at Observing closely inside the dimples from the films, for both
wide spacings a lesser enhancement was measured. Howeverdihtle depths the heat transfer augmentation occurred similarly
later results on the shallower dimples show significant improvevith the highest near the downstream edges of inline dimples. The
ment on heat transfer for the narrow spacing as explained in theat transfer inside a staggered dimple was developed by the two
following paragraph. adjacent upstream inline dimples shedding vortices into it.

The arrangement of the jet holes inline to the dimples per- The plenum total pressure was not affected for jet-to-plate spac-
formed better than inline to the flat portions. From the video inmngs greater than two jet diameters or for the two dimple depth. As
ages, when the jet holes were set inline to the flat portions, tegpected the main influence on total pressure was due to the Rey-
strong crossflow deflected the oncoming jets to impinge on th@lds number. The total pressures of both dimpled plates were not
upstream halves of dimples where a cold region or sink cousignificantly different from those of the flat plate.
happen. In addition, the dimples could lessen the momentum ofThe surface static pressure measurements showed that the pres-
the flow instead of promoting turbulence. ence of crossflow assisted lowering the pressure loss on the

Hemispherical and cusped elliptical dimpled shapes were déimpled plate. This was because the strong crossflow helped re-
signed having the same wetted area. Nonetheless, the cusp celleing the momentum of the oncoming jets toward the dimples.
divide the oncoming jet into two parts, which formed strongemore experiments on static pressure measurements will be carried
recirculation than the hemispherical dimple, and this caused tbet in our following paper.
heat transfer reduction.

The depth of the dimples significantly influenced the heat tranStomenclature

fer. The shallower dimplesd{D4=0.15) enhances higher heat ) .
= total projected area of jet holes

t

¢ = thermal capacity of Perspex
d = dimple depth
P

g14g dP = pressure difference from atmospheric pressure

© 490 Dy = dimple diameter

5100 X e o ot D; = jet hole diameter

& 80 - § —e—ditd- 08, Mty - 8100 h = heat transfer coefficient

£ 60 i ne o s H = distance measured from nozzle plate to target plate

] 5 ——ditd= 09, A= 18I k = thermal conductivity of Perspex

40 1 ——rutpu, At = 3000 .

E e fetpus, ey - 800 m = mass flow rate

g5 0T v | | —rumrtem Nug = Nusselt number of dimpled surface

8 0 T T Nu, = Nusselt number of flat surface

0 2 4 6 8 10 Re = Reynolds number based on a single }éD; /v
H/D} whereV:_ m/p;A,
t = elapsed time

Fig. 20 Plenum pressure measurements compared to those of T; = initial temperature of target plate before impingement
the flat surface at various  H/D; values (Phase 1, Table 1), ReDI_ began
=11500, Maximum crossflow scheme Ty = bulk fluid temperature
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= jet velocity [8] Kanokjaruvijit, K., and Martinez-Botas, R. F., 20@8 “Jet Impingement
— streamwise distance of target plate Onto a Dimpled Surface with Different Crossflow Schemes,” Paper No.
. . IGTC2003Tokyo TS-074, 8th International Gas Turbine Congress 2003, To-
spanwise distance of target plate kyo.

heat penetration depth in substrate

- o [9] Kanokjaruvijit, K., and Martinez-Botas, R. F., 2003, “Positions of Imping-
thermal diffusivity of Perspex

ing Jets on Different Geometries of Dimples Considering Effect of Crossflow

D v R NXXI
Il

= dynamic viscosity of air Scheme,” 8th UK National Heat Transfer Conference, Oxford, 9-10 Septem-
= density of Perspex ber 2003.
pj = density of air [10] Schultz, D. L., and Jones, T. V., 1973, “Heat-Transfer Measurements in Short-
Duration Hypersonic Facilities,” AGARD-AG-165.
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Adiabatic Effectiveness
Measurements of Endwall
Film-Cooling for a First-Stage
Vane

D. G. Knost In gas turbine development, the direction has been toward higher turbine inlet tempera-

tures to increase the work output and thermal efficiency. This extreme environment can

K. A. Thole significantly impact component life. One means of preventing component burnout in the

turbine is to effectively use film-cooling whereby coolant is extracted from the compressor

Mechanical Engineering Department, and injected through component surfaces. One such surface is the endwall of the first-
Virginia Polytechnic Institute and State stage nozzle guide vane. This paper presents measurements of two endwall film-cooling

University, hole patterns combined with cooling from a flush slot that simulates leakage flow between
Blacksburg, VA 24061 the combustor and turbine sections. Adiabatic effectiveness measurements showed the slot

flow adequately cooled portions of the endwall. Measurements also showed two very
difficult regions to cool, including the leading edge and pressure side-endwall junction. As
the momentum flux ratios were increased for the film-cooling jets in the stagnation region,
the coolant was shown to impact the vane and wash down onto the endwall surface. Along
the pressure side of the vane in the upstream portion of the passage, the jets were shown
to separate from the surface rather than penetrate to the pressure surface. In the down-
stream portion of the passage, the jets along the pressure side of the vane were shown to
impact the vane thereby eliminating any uncooled regions at the junction. The measure-
ments were also combined with computations to show the importance of considering the
trajectory of the flow in the near-wall region, which can be highly influenced by slot
leakage flows[DOI: 10.1115/1.1811099

Introduction this slot flow might affect the downstream film cooling. One re-
'Pn in particular that was assessed from a cooling standpoint was
e leading-edge region of the vane whereby a range of coolant
jection levels were evaluated.

Combustion turbine engines have become an integral part%ﬁ
our daily lives through propelling aircraft, tanks, and large nav%
ships and providing peaking power on the electrical grid. The
technology of the turbine engine needs to continue to grow to )
provide more power at a higher efficiency in today’s more envSummary of Past Literature

ronmentally conscious, yet energy-thirsty, world. The power out- There have been a number of studies documenting endwall film
put and efficiency of a turbine engine depend on the fluid terdooling and a number of studies documenting cooling from the
perature entering the turbine, with engine development movingakage gap at the turbine-combustor junction. As will also be
toward increasing turbine temperatures. discussed in this summary, there has been only one study pre-
As turbine inlet temperatures continue to rise the metallurgicgénted in the literature that has combined endwall film cooling
limits of the machine have been pushed and frequently exceedggth coolant leakage from an upstream slot.
One method of combating the overheating problem is the use ofDetailed endwall film-cooling results have been conducted by
film-cooling holes whereby cooler air is extracted from the conFriedrichs et al[1—3]. The results of their first studl], which
pressor, bypasses the combustor, and is injected through discigége all surface measurements or visualization, indicated a strong
holes in the vane and endwall surfaces. Film-cooling hole placefluence of the secondary flows on the film cooling and an influ-
ment, particularly in the endwall region, has traditionally beesnce of the film cooling on the secondary flows. Their data
based on designer experience. In addition to film cooling, moshowed that the angle at which the coolant leaves the hole did not
turbines have a slot at the combustor-turbine interface whedittate the coolant trajectory, except near the hole exit. Further-
cooler gases leak through. If designed properly, this leakage flomore, the endwall cross flow was altered so that it was turned
could be relied on as a source of coolant. It is also important toward the inviscid streamlines, which was due to the film-cooling
recognize the importance of overall aerodynamic penalties fimjection.
endwall cooling. There have been a few studies that have measured endwall heat
The goal of this research was twofold. The first goal was twansfer as a result of injection from a two-dimensiofzdd) flush
compare two different film-cooling hole patterns, which werslot just upstream of the vane. Bld#] measured adiabatic effec-
based on different design philosophies. The second goal wastiteness levels and heat transfer coefficients for a range of blow-
determine how the leakage slot flow at the combustor-turbine img ratios through a flush slot placed just upstream of the leading
terface could be used to cool the turbine platform and also haudges of his single-passage channel. One of the key findings was
that the endwall adiabatic effectiveness distributions showed ex-
Contributed by the International Gas Turbine InstitU@TI) of THE AMERICAN  treme variations across the vane gap with much of the coolant
%EEEJ;A%ZT&ECRCANLC;LEFNGr?SEeiT:;maF;U*i'ri]zati&f:eig;?% r':\aSIMg aOSURTN/?kL)_r?g . being swept across the endwall toward the suction-side corner.
. i urbi imi i ; i
Aeroengine Congress aFr)1d thibition, Vienna, Austria, June 13-17, 2004, Pf;\pernéor.anser and_SchuIer_lbeig] reported similar adiabatic efoCtIV(_?-
2004-GT-53326. Manuscript received by IGTI, October 1, 2003; final revisiod1€SS results in that higher values occurred near the suction side of
March 1, 2004. IGTI Review Chair: A. J. Strazisar. the vane. Based on their measurements, Roy ¢6alhowever,
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indicated that the coolant migrated toward the pressure side of th
vane. Their measurements indicated reduced values of local he
transfer coefficients at the leading edge when slot cooling wa
present relative to no slot cooling.

A series of experiments have been reported for various injectior
schemes upstream of a nozzle guide vane with a contoured en:
wall by Burd and Simon7], Burd et al[8], and Oke et al[9,10].

In these studie§7—9], coolant was injected from an interrupted
flush slot that was inclined at 45 deg just upstream of their vanel Pattern #2
Similar to others, they found that most of the slot coolant wa
directed toward the suction side at low-slot flow conditions. As
they increased the percentage of slot flow to 3.2% of the exit flow ,2/
their measurements indicated better coverage occurred betwer - ,T

:

a

a

aaascasnad

the airfoils.

Colban et al[11,12 reported flow-field and endwall effective-
ness contours for a backward-facing slot with several different
coolant exit conditions. Their results indicated the presence of :
tertiary vortex that developed in the vane passage due to a peaki
total pressure profile in the near-wall region. For all of the condi-
tions simulated, the effectiveness contours indicated the coolar
from the slot was swept toward the suction surface. While this
study was completed for the same vane geometry as that reporte
in this paper, the slot geometry has been altered to be flush wit
the endwall surface.

Zhang and Moor13] tested a two row film-cooling configura-
tion upstream of a contoured endwall. Upstream of these two row|
of film-cooling holes was placed either a flush wall or a backward
facing step. In making direct comparisons between these two cor
figurations, measured effectiveness levels were reduced conside
ably in the case of the backward-facing step configuration. They
attributed these reduced effectiveness levels to the increased se
ondary flows that were present.

The only two studies to have combined an upstream slot witt
film-cooling holes in the passage of the vane were those of Kos
and Nicklas[14] and Nicklas[15] and a CFD study previously
reported by Knost and Tholgl6] as those on this paper. One of
the most interesting results from the Kost and NicKla4] and
Nicklas [15] studies was that they found for the slot flow alonefig. 1 The two film-cooling patterns that were simulated in
which was 1.3% of the passage mass flow, the horseshoe vortiis study with iso—velocity contours  (U/Ujy) and injection di-
became more intense. This increase in intensity resulted in the $Rstion for the cooling holes
coolant being moved off of the endwall surface and heat transfer
coefficients that were over three times that measured for no-slot

flow injection. They attributed the strengthening of the hOfSGSh@ﬁige vane previously described by Radomsky and THoté

vortex to the fact that for the no-slot injection, the boundary layerhe vane is two-dimensional with the midspan modeled along the

was already separated with fluid being turned away from the enghtire span.

wall at the injection location. Given that the slot had a normal Table 1 provides a summary of parameters relevant to both

component of velocity, injection at this location promoted theooling-scheme designs. Both cooling hole patterns included a

separation and enhanced the vortex. Their adiabatic effectivengggs-dimensional flush slot located 0B} upstream of the vane

measurements indicated higher values near the suction side ofdhgynation, representing the combustor-turbine interface. The slot

vane due to the slot-coolant migration. injected at an angle of 45 deg with respect to the endwall and had
The CFD study results presented by Knost and Tho8, for 4 slot length(flow-path length to width (cross-sectional widfhof

the same geometry and coolant flow conditions as presentedyig.

this paper, indicated the presence of a warm ring on the endwallpownstream of the slot, two different endwall cooling hole pat-

around the vane where no coolant was present despite the c@gins were placed. All film-cooling holes injected at a 30 deg

bined slot cooling and film cooling. Based on this computationahgle with respect to the endwall surface. The primary difference
study and lack of experimental data in the literature for a realistic

hole pattern combined with an upstream slot representing the
combustor-turbine interface, there was a need to verify the cooling
problems associated with the endwall of a turbine platform.

Pattern #1

asscacaocosocoaosoaaasnasd

Table 1 Summary of Cooling Hole and Slot Geometry

Feature X Scale
i _ Re, 2.3x10°
Design of Endwall Cooling Schemes Co?)ling hole diametetcm) 0.46
Two realistic cooling hole patterns for the platform of the vanggg'?r%e':gfnlénljgle 3%'%69
were developed based on industry input, as shown in Fig. 1. AlsfD for leading edge holes 4/3
shown in this figure are iso-velocity contours, hole injection diP/D for passage holes 3
rections, and for pattern 2, the location of a gutter. A gutter, whict|°! \llélrgjt?rm(%n)wi dth 1-f88
is the joint between the two mating platforms, has the potential strea?n slot location of vane —03%
having coolant leakage, but was not simulated in our studies. TBRt injection angle 45 deag

airfoil geometry used in the current study is a commercial first
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Fig. 3 Film-cooling holes for  (a) Passage 1 and (b) the leading
edge region

Downstream of the fan, the flow passes through a primary flow,
y finned-tube heat exchanger used to cool the bulk flow. After being
—\\‘_\ turned by another 90 deg elbow, the flow encounters a three-way
flow split. This flow split is controlled by a perforated plate, which
" was designed to obtain the proper pressure drop in the main gas
9 em — Sh%em path thereby forcing some of the air into the bypass legs. The core
A flow then passes through a heater bank, a series of screens used
for flow straightening, and finally into a two-dimensional converg-
- ing section. In the vane cascade, two full passages were modeled
- —* = ol i with three vanes. A bleed is positioned on either side of the two-
| !l - e o passage cascade to remove edge effects from the side walls while
tailboards ensure periodicity of the flow in the two passages.
As was stated, this facility included three channels: a heated
primary channelrepresenting the main gas patnd two sym-
Fig. 2 (a) lllustration of wind tunnel facility, ~ (b) cooling supply ~ Metric secondary channdi®presenting the coolant flow paths
for slot and film cooling holes 35-40° C temperature differential between the coolant and main-
stream was achieved by using the heaters in the primary channel
and heat exchangers in the secondary channels. While the top
secondary flow channel was closed off for these experiments, the
pitom secondary flow channel was used for supplying the cool-
to the slot and hole plenums, as seen in Fig) 2These two
léenums were constructed to provide independent control of the
slot and film-cooling flow rates. The front plenum supplied the
cooling holes along iso-mach lines would ensure a uniform blo lot flow while the rear plenum supplied the film-cooling flow.

ing rate and momentum flux helping to prevent jet liftoff. Hole ypic‘?" time to achieve steady-state _conditipns was 3 hr. As these
f@@erlments were to be relevant to industrial gas turbines where

L]

between the two endwall cooling configurations in the leadin
edge region was the absence of holes for pattern 2 where th
would be a gutter between the two platforms. Inside the pass
there are distinct differences between the two cooling hole p
terns. Harasgama and Burt¢h8] suggested that locating film-

pattern 1 was designed such that the cooling holes were loca] A
along straight lines approximating the iso-velocity contours. Is reestream turbulence levels can be lower than for aeroderivative
) ) &Qgines; freestream turbulence effects were not the focus. The

ducted in a low-speed facility with little variation in Mach num-nlet turbulence level and length scales were measured, however,
Q. be 1.3% and 4 cm, respectively.

ber. Alternatively, hole pattern 2 was designed such that the hok .
c?]'he endwall test plate had a foam thickness of 1.9 (675

nearest to the pressure side of the vane lie on the same is - . .
b .), which was chosen because of its low thermal conductivity

velocity contours that were used in hole pattern 1, but with t e . .
difference being the row of holes was placed along axial lin .033 W/mK). To ensure the precision apd integrity .Of the Co‘?"
hole pattern, the holes were cut with a five-axis water jet.

rather than iso-velocity contours. There was a continuation of t . L9
y ortions of the hole patterns are shown in Fig. 3. The endwall

gap left in the rows of holes where the previously mentioned . o o
gutterwould reside. While the hole pattern on the iso-veloci rface was painted black to enhance the radiative emissivity of
lines (pattern 1 provide a uniform blowing ratio given the same e surface. The slot was constructed from balsa wood, which had

supply pressure, the axial hole pattépattern 2 is more likely to the same thermal conductivity as the foam but was stiffer.

be cheaper to manufacture. Coolant Flow Settings. For every test condition, the dimen-
One of the additional differences between the two cooling holgonless pressure coefficient distribution was verified to ensure

patterns is that there were 14 more cooling holes for the coolipgriodic flows were set through the passageported previously

hole pattern 1 as compared with pattern 2, which was dictated py[17]). Film-coolant flow rates for each cooling hole could not

the designs given by industipattern 2 has 78% of the hole areae controlled because only one plenum provided coolant to the

of pattern . As a result of this disparity in the number of coolingentire endwall cooling hole pattern, and the local static pressure
holes, the coolant flow distribution is different for each of the holgeld varied greatly from hole to hole. Friedrichs et E1] sug-

patterns. gested that a global blowing ratio based on the inlet flow condi-
tions could be characterized by the blowing ratio of a loss-free
Experimental Methodology hole injecting into inlet conditions as calculated from
Adiabatic endwall temperatures were measured for a range of pe Poc—Psin
experimental conditions using a scaled up vane, film-cooling Migea™ p—ﬁ Q)
n o,In s,in

holes, and slot geometries to allow for good measurement resolu-
tion. The experiments for this study were performed in a lowA modification of this approach was taken for this study in that a
speed, closed-loop wind-tunnel facility, shown in Figap(that global discharge coefficier@y was derived so that the cumula-
has previously been described by Barringer ef2] and Colban tive flow rate through either cooling pattern could be character-
et al.[11]. The flow in the wind tunnel is driven by a 50 hp axialized. TheCp values were obtained from CFD studies and have
vane fan, which is controlled by a variable frequency invertebeen previously reported by Knost and Thilé]. Measurements
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Table 2 Discharge Coefficients for Film-Cooling

Slot flow Film flow Hole
rates rate Cooling hole discharge
%Me,i /M, %Meyic/ My, patterns coefficient
— 0.5/1.2 1 1.09
— 0.5/1.5 2 0.81
0.5/0.17 0.5/1.2 1 1.09
0.5/0.18 0.5/1.5 2 0.80
0.5/0.17 0.75/1.8 1 0.84
0.5/0.18 0.75/2.2 2 0.71

of the inlet velocity, average inlet static pressure, and coolant total
pressures were obtained, which then allowed the fraction of cool-
ant flow relative to the inlet core flow to be calculated from

r-nc Ahole

e Migear Cp- A -#holes 2)
Different global discharge coefficients were used for each of the
two cooling patterns, as indicated in Table 2, because the patterns
had a number of holes in different locations. Note that these dis-
charge coefficients are greater than one as a result of using a
reference pressure as the static pressure at the inlet to the cascad
As the flow accelerates through the cascade the static pressure
decreases, causing the discharge coefficient to be greater than one
A discharge coefficient oCp=0.6 was used for the slot flow.
Also given in Table 2 is the global mass flux ratid {,) based on

the inlet velocity. Note that for all of the experiments, the density
ratio (jet-to-mainstreamwas held fixed at 1.12.

Instrumentation and Measurement Uncertainty. An Infra-
metrics P20 infrared camera acquired the spatially resolved adia-
batic temperatures on the endwall. Measurements were taken at 1:
different viewing locations to ensure that the entire endwall sur-
face was mapped. From a camera distance of 55 cm, each picture
covered an area that was 24 cm by 18 cm with the area being ] ] ] ]
divided into 320 by 240 pixel locations. The spatial integration fo’Tf'g' 4 Contours of adiabatic effectiveness for the baseline
the camera was 0.715 m(0.16 hole dia The camera images ilm-cooling only cases: (a) pattern 1, 0.5% coolant (b) pattern

. . ] #1, 0.75% coolant, (c) pattern #2, 0.5% coolant, and (d) pattern
were post calibrated using directly measured temperatures on $1§ 5o coolant
endwall by thermocouples that were installed. Thermocouple data
was continuously acquired during image collection. The thermo-
couple measurements had a maximum-to-minimum range of ap- o .
proximately 0.8°C deg with a standard deviation of 0.17°C durir@des and-0.51°C for the thermocouples. The uncertainty in adia-
the image collection time, which required about 30 min. For thatic effectiveness; was then found based on the partial deriva-
post calibration, the emissivity and background temperature wef IOf ”W'tth _retsp_ectt;‘o each temperatture A'“ the deIII’]It![OFI agd the
adjusted until the temperatures from the infrared camera imal oggcetr a_'r(‘)yz in d € r_nia(;slérzegmetn iog uncer alln )|0tﬂd
were within 1°C of the corresponding thermocouple data. Typical 0-002 &7=0.2 anddzn==0.029 at7=0.9 were calculated.
emissivity values and typical background temperatures veere
=0.89 and 45°C. Once the images were calibrated, the data viziscussion of Results

exported to alg]l in-house Matlab® program that was written for e yequits from the experiments will be discussed in a logical
Image assembly. irogression of complexity. First, the cooling provided from the

Variations in free-stream temperature from passage to pass ff cooling alone for both endwall patterns will be discussed.

were less than 1'5°_C' Thre_e thermocouplt_as were also locate Eeond, the predictions for the combined slot and film-cooling
both the slot and film-cooling plenums with one thermocouplg

onfigurations will be compared to the endwall film cooling alone.
beneath each of the passages and one beneath the center @pgy, “there will be a discussion of the leading-edge region and

These thermocouplgs .aIIowgd.gradients in the coolant supply\;gne pressure-side region as these two regions were found diffi-
be documented. Variation within the plenums was generally Ieggn to cool

than 0.3°C. \oltage outputs from the thermocouples were ac-

quired by a 32-channel data acquisition module that was used withFilm Cooling Without Slot Injection. The film-cooling

a 12-bit digitizing card. cases without slot flow for each of the two patterns are shown in
An uncertainty analysis was performed on the measurementsFags. 4@)—4(d). The location of the slot, which was not simu-

adiabatic effectiveness using the partial derivative method deted, is shown in black for reference. Each pattern was tested

scribed at length by Moffaf20]. The precision uncertainty was with a low and high film-cooling flow rate of 0.5% and 0.75% of

determined by taking the standard deviation of six measuremehé core flow, respectively. It can be seen in Fige)4{4(d) that

sets of IR camera images with each set consisting of five imagdse minimum effectiveness levels arg=0.1 for all cases The

The precision uncertainty of the measurements w&s014°C. reason for this is that there was a slight cooling effect of the

The bias uncertainty was 1.0°C based on the calibration of thenear-wall fluid because of the long 4 (6.8 C) unheated wall

image. The bias uncertainty of the thermocouples w#s5°C. between the heater bank and the test section. The thermal bound-

The total uncertainty was then calculated:a%.0°C for the im- ary layer at the inlet to the cascade was measured to have a thick-
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ness that was 5% of the vane span. As will be shown in later ry
contours, effectiveness levels near zero were measured for some
of the cases presented indicating the downturning of hotter fluid A
onto the endwall.

For pattern 1 at the low film flow rate, shown in Fig.&3( a
fairly uniform coverage is seen across much of the passage. The H
leading row of holes near the suction side inject as discrete jets in
the direction of the streamlines despite being directed normal to
the inlet direction(toward the top of the pageThe leading row of
holes near the pressure side inject in a more merged pattern to-
ward the injection direction. Just upstream of the stagnation loca-
tion are quite ineffective at these low-coolant flow conditions,
particularly near the pressure side. Those holes near the stagnation
location along the suction side are swept around the shoulder leav-
ing an uncooled region at the vane-endwall junction. The jets a0
along the pressure side appear to inject in the streamwise direction
following the contour of the vane despite the jet hole being diig. 5 Contours of the difference between the predicted flow
rected axially downstream. Along the pressure side of the varamgles at 2% span and midspan are shown for the high 0.75%
however, there is still a warm region with no appearance &fot flow case. The hole locations of pattern 1 are shown for
coolant. reference.

For the increased film-cooling case of pattern 1, shown in Fig.
4(b), several effects are seen. First the suction-side jets of the
leading row still inject as discrete jets, but lower adiabatic effegurface. Within the passage, the pressure-side jets appear well
tiveness values present downstream of the holes indicate that fiherged and penetrate to the vane-endwall junction, eliminating
jets are lifting off of the surface. The leading row of holes near tH@e hot zone along the second half of the pressure side.
pressure side appear to be slightly more directed with very little
coolant present downstream of several of the holes. The leadi

GOS0 FODOADTO0 G0

Slot-Flow Combined With Film-Cooling Injection. When
acing film-cooling holes, a designer would like to predict the

flow rate. These higher effectiveness levels at the higher coolaflisciq ceD prediction of the streamlines to predict the path of
flow are even more apparent along the suction side at cooling w coolant. This first approximation was examined by comparing
vane-endwall junction. The cooling jets exiting the stagnatiofe fiow-turning angles at the midspan relative to those near the
holes on the pressure side, however, appear to lift off at the injeGyqyya|| at the 2% span location. Contour plots of the difference
tion location, impact the vane, and convect down the vane onfanyeen the flow-turning angles near the wall and those at mid-
the endwall. This liftoff is evidenced by the coolant accumulatingyan for a 0.75% slot-flow injection is shown in Fig(fiote that
along the vane-endwall junction near the dynamic stagnation potfkre js no film-cooling injection, but the cooling holes for pattern
of the vane. Within the passage, the pressure-side jets penetratg tgq superimposed for referepc@hese predictions were com-
approximately one cooling-hole diameter closer to the vane ggieq using EUENT, whereby the full details are given in a pre-
compared with the 0.5% case, thereby reducing, but not elimingfoys publication[16]. These contours indicate the cross flows
ing, the warm zone along the pressure side. that are induced in the near wall region for a high slot flow with
For pattern 2 at the low blowing rate, shown in Figure4(the  deviations from the midspan by as much as 40 deg near the stag-
most noticeable feature is the large hot streak through the cenigfion location. As will be discussed when interpreting the film-
of the passage. This hot streak exists in the location where #§pling measurements, it is relatively important to assess these
gutter would be, therefore, including the gutter flow may tend tgjtferences when designing an endwall hole pattern.
alleviate the problem. It is also important to remember that patternTg compare the influence of the slot flow rate, the 2% span
2 has fewer cooling holes, and as such, the coolant distributionsigeamlines for both the 0.5% and 1% slot flow cases were super-
different from pattern 1. Consider the leading-edge row of holqemposed on hole pattern 1 as shown in Fig. 6. It is seen that
where the holes nearer to the suction side inject with the streaspecially along the upstream portion of the pressure side, and the
lines for both hole patterns, but the local effectiveness levels alistream portion along the suction side to a lesser extent, the
lower for pattern 2 than in the corresponding case for pattern dear-wall flow trajectory can be dramatically altered depending on
The reason for this difference is that pattern 2 has slightly highgife slot flow rate. At a high slot flow rate, the streamlines are
momentum flux ratios for these jets, and as such, there is a tefiawn toward the suction side of the vane more so than at the
dency for the coolant flow to separate from the wall. These highgfwer slot flow rate. The cross flows are also shown to be slightly
momentum flux ratios for pattern 2 has a positive benefit, hovgtronger at the high slot flow rate.
ever, when considering the holes near the stagnation locatiorPredicted streamlines in the near-wall regi(#% span for
where the effectiveness levels are much higher for pattern 2 th@is% slot flow without film cooling are shown superimposed on
for pattern 1 at the 0.5% coolant flow. Also, the pressure-sidgiiabatic effectiveness measurements of the two patterns with
holes in the passage of pattern 2 appear to reduce the unco@e¥ slot flow and 0.5% film flow in Figs. aj and 7). For
zone along the vane-endwall junction when compared to patternsbth hole patterns, the slot flow is funneled toward the suction
The results of increasing the film-cooling flow rate, in pattern Zide and is not present in the stagnation region. Similar to that of
to the high-blowing rate are shown in Figured( The jet de- the film-cooling injection without slot flow, the minimum effec-
tachment of the suction-side leading row of holes appears to tieeness level isy=0.1, which is due to the unheated entry region
exacerbated, resulting in low effectiveness levels on the endwad.the cascade. It is apparent from these contours that the holes at
The coolant from the suction-side leading row of holes also afhe stagnation location, similar to those results in Fica)4 (are
pears to be less effective at the high-coolant flow rate and meyite ineffective, leaving an uncooled area in the stagnation re-
suffer from blockage by the holes directionally downstre@ot-  gion. Moreover, it is apparent that the leading row of holes placed
tom to top on the imagen the row causing the coolant to lift off. in the midpassage is being saturated by coolant and the need for
At the stagnation location, there is clearly a separation region fiiim-cooling holes has been diminished as a result of the coolant
the jets that then impact the vane and wash onto the endwiatim the slot.
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(b}

2% span 0.3% slot flow
2% span 1 0% slot flow

Fig. 6 Predicted streamlines at 2% span for both the 0.5% and
1.0% slot flow rates. The hole locations of pattern 1 are shown
for reference.

Fig. 8 Predicted streamlines at 2% span for 1% slot without
film cooling superimposed for  (a) pattern 1 with 0.75% slot flow

. . . and 0.5% film cooling, and (b) pattern 2 with 0.75% slot flow
For both patterns the film-coolant trajectories follow the preg,q 0.50/;’ film coolingg by p 0

dicted streamlines quite well in a number of locations. The coolant
from the holes in the stagnation region is swept around the suction

side and the jets along the pressure side of the vane follow en the slot flow is increased to 0.75% of the core flow while

predictions. The largest difference between the streamlines ﬁ film cooling is maintained at 0.5%, it is seen from Figsa)(

the coolant trajectory is for the leading row of holes nearer to t d 86) that the slot lant is d tically i d
pressure side of the vane outside of the influence of the slot. T {d 6) at the slot coolant coverage Is dramatically increased.
Rolant exits across the entire width of the slot, but is still fun-

location shows that the holes are directed in a cross-pitch directi Ned toward the suction side. Adiabatic effectiveness levels

rather than following the streamlines at this location. It is alsg

seen that the streamlines are more closely followed for patterri"‘(iroSS much of the upstream portion of the endwall are near unity,

relative to pattern 2, which can be explained by the stronger érla_dicating overcooling by the slot. The leading row of holes over
fects that the jets have for patternf2wer holes with more mass a Iar_ge portion of the pitch appears to _be unnecessary for endwall
flow per holg cooling. Therefore, the coolant emerging from these holes could

Ia/(g redistributed to more advantageous locations. As has consis-

Predictions of the streamlines at 2% span for the highest v been th the stagnation hol f pattern 1 at the low
slot flow rate are superimposed on measurements of each pat y been the case, the stagnation holes of patte at the 1o
iim-cooling rate are ineffective leaving an uncooled zone at the

with 0.75% slot coolant and 0.5% film-cooling in Figs.a§(and ) S ;

8(b). The case of 0.75% slot coolant without film-cooling wai€2ding edge as the coolant is immediately swept around the suc-
gn side. Also, the pressure-side jets in the passage inject with the

reamlines, once again leaving an uncooled region along the pres-

ure side.

For these high slot flow conditions shown in Figs.a$(@nd
8(b), itis interesting to note that the minimum effectiveness level
is =0 as compared to the previously shown no and low slot flow
cases. The reason for these lower effectiveness levels is because
of the increased downturning of the fluid above the endwall to-
ward the endwall. These results indicate that for the high slot flow
case there is a more pronounced cross-passage flow whereby the
slot flow moves endwall fluid toward the suction side of the air-
foil. As such, the near-wall upstream boundary layer fluid is re-
placed with hotter fluid that was entrained toward the endwall
from above the 5% vane span locati@hickness of the cooled
thermal boundary laygr

The near-wall streamlines again predict the coolant trajectories
relatively well. The leading row of holes follows the streamlines
as do the pressure-side holes both in the up- and downstream
regions. Note that there is better agreement with the streamlines
for the leading row of holes in the region nearer to the pressure
side of the vane for this high-coolant flow condition as compared
with lower coolant flow.

i When comparing the two hole patterns for combined film-
M= ToT cooling and slot flow cases, there are some noticeable differences.

S The exit location of the slot flow is seen to have migrated slightly
toward the suction side of the vane for pattern 2 relative to pattern
1. This is most likely because of the absence of halie to the

not computed, but the predicted streamlines for the higher s
flow case will still be used to illustrate the effects of the slot fIOV\Fé

(b)
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Fig. 7 Predicted streamlines at 2% span for 0.5% slot flow
without film cooling are superimposed on measured effective-

ness levels for (a) pattern 1 with 0.5% slot flow and 0.5% film gutter location for pattern 2, thus resulting in less flow blockage
cooling and (b) pattern 2 with 0.5% slot flow and 0.5% film of the slot flow as compared to pattern 1 with a continual row of
cooling holes. Also immediately noticeable is the large hot streak through
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Fig. 9 Area-averaged effectiveness levels for a range of cool-
ant flow rates (percentage is based on total passage flow ) I:l

the center of the passage that was present without slot flow -

pattern 2. The coolant from the pressure-side leading row of holes,

which provided a small measure of relief to the hot streak withogig. 10 Momentum flux ratios for holes indicated by the

the presence of slot flow, appears drawn across the gap aldhed lines are shown in (&) leading edge, (b) pressure side

merges with the slot coolant at the upstream rows of passagstream, and (c) pressure side downstream regions. Hole lo-

holes. One more noticeable difference between the two pattern§agons are shown to the right

that the pressure-side jets in the passage of pattern 2 at the low

blowing ratio are seen to be more directed than their counterparts

in pattern 1 because of the higher momentum due to fewer jets.The 1.25% grouping consisted of four cases where the coolant

The coolant, however, still fails to fully penetrate to the vaneyas varied between slot and film-cooling holes as shown in Fig. 9.

leaving a thin uncooled zone along the pressure side for both hdlee highest average effectiveness level was measured for pattern

patterns. 1 at the higher slot flow combined with lower film-cooling flow.
Area-averaged adiabatic effectiveness levels, such as th&tern 2 showed the same trend with the high-slot, low-film con-

shown in Fig. 9, are one way of deducing an overall comparisgttion flows outperforming the low-slot, high-film flow case. The

of the different cooling methods. This comparison, however, dobigher slot flow rate provided significantly more coolant to the

not allow one to compare hot spots that may arise causing redgoad uncooled area in the upstream portion of the passage. This,

tions in component life. The averages, shown in Fig. 9, weedmbined with the less directed, streamwise injection of the

computed from the axial locatiox/C,= —0.24, corresponding to pressure-side holes, minimized the hot streak for pattern 2.

the location furthest upstream where the images covered the entir&inally, the high 0.75% slot flow rate combined with the high

pitch for all cases, tox/C,=0.74, beyond which there was nofilm-cooling rate for each pattern is shown for the total 1.5%

optical access. The various cases, of which not all have beegplant flow cases in Fig. 9. Pattern 1 showed a slight decrease in

shown in this paper, have been grouped by cumulative coolaerage effectiveness levels from the high-slot, low-film case. The

flow rate to provide a quantification of the effects of distributingeason for these lower average effectiveness levels is because

coolant between the slot and film-cooling holes. lower local effectiveness levels occurred as the jet liftoff became
It is seen that at the lowest coolant flow rate of 0.5%, theignificant in many regions on the endwall. Pattern 2 exhibited a

film-cooling holes provide a greater average cooling effectiveneskghtly higher average effectiveness level as the hot ring along

than the slot flow alone. When the coolant and slot flow rates aifee pressure surface was reduced in size.

increased to 0.75% of the core flow, however, the slot flow pro-

vides the highest average effectiveness level. Note that the sgﬁ

average effectiveness is only high in the upstream, center portion

of the passage, while providing no relief to the vane-endwall jung-

tion along both the leading edge and pressure side of the Valfiown in Fig. 10 were selected as representative holes to analyze.

The average effectiveness level of pattern 1 is roughly the sal : )
for both coolant flows case®.5% and 0.75% while pattern 2 ?:Ift?sdk;rcgrlnmé);nl)eztrlérgi gltkjoxn;aﬂgisa;or each of the holes were calcu
€

actually performs worse at the higher coolant flow relative to th
lower coolant flow. This worse performance is because of the jet pjv-z pi(mi/pA)?
X L2 . _ i _ PiVT TP
separation and a widening of the hot streak in the center of the = o2 2Py P (3)
passagéthese contours are not shown in this papat 1% cool- Poloo oc B
ant flow, the area averaged effectiveness level is still somewtdte momentum flux ratios for these holes are also plotted in Figs.
higher for the slot flow alone relative to the combined film and0(a)—10(c) along with subsets of the effectiveness contours for
slot cases. these representative holes.

heading Edge and Pressure Side Holes.Because these re-

s indicate that the leading-edge and pressure-side regions are
difficult to cool, a further analysis revealed the importance of
e local jet momentum flux ratios. The holes within the boxes
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Figure 10@) shows the holes in the stagnation location. Thebserved and shown that the slot flow rate and near-wall effects
blowing ratios for these holes are seen to be significantly highewst be considered when predicting film-coolant trajectory based
than for holes along the pressure side despite the velocity of these streamlines. The film-coolant trajectories as well as the slot-
jets being lower. This occurs because of the stagnating core fldlew trajectory each affected the other. At high slot flows, the
At the lowest momentum flux ratios, the coolant from the jets isear-wall cross flows were increased, which, in turn, swept the
seen to barely be present. In fact, the contours indicate that thgges closer toward the suction surface. At low slot flows, the first
is some coolant present upstream of the injection location and tfeev of film-cooling holes provided blockage, allowing more uni-
presence of some coolant being swept around the suction sid€arfn flow to exit the slot.
the vane. The coolant occurring upstream of the holes is present aBilm-cooling momentum flux ratios were shown to have a sig-

a result of the leading-edge horseshoe vortex sweeping the coolaifitant impact on cooling performance. The higher momentum
upstream. flux associated with higher blowing allowed the coolant to pen-

As the momentum flux ratio of the jets is increased to slightlgtrate to hard-to-cool areas at the leading edge and along the pres-
abovel ~2 in Fig. 10@), coolant is swept on the vane endwallsure side in the downstream region. Cooling jets at the leading
As the momentum flux ratio is increased, the jet impacts the eneldge had a tendency to separately impact the vane, and then wash
wall then separates to impact the vane and wash down the vamo the endwall. As the momentum flux ratio was increased for
onto the endwall. These contours for-3.2 show coolant is the jets along the pressure side in the upstream portion of the
present on the endwall for this range of momentum flux ratios. Aassage, there was a tendency for the jets to separate prior to
the highest momentum flux ratio caselef6, all holes are fully being able to penetrate closer to the pressure-side surface. This is
detached with effectiveness levels along the vane-endwall jurdifferent from the phenomena for the downstream holes along the
tion being higher thah~3.2. This is because the coolant exits th@ressure-side surface where the jets had less tendency to separate
holes, impacts vane, and is then washed down onto the endwalatal were able to penetrate to the pressure side of the vane, thereby
provide a cooling benefit. reducing the warm ring around the vane.

The momentum flux ratios for the pressure-side holes are im-
portant to understand to ensure no uncooled regions_near the pf&éknowledgments
sure side of the vane. For the upstream pressure-side holes, pré-
sented in Fig. 10f), the jets appear fully attached up to This publication was prepared with the support of the US De-
=0.46. At1=0.55 the effectiveness levels are not maintained @artment of Energy, Office of Fossil Energy, National Energy
far downstream of the holes, indicating partial jet liftoff. Also, theTechnology Laboratory. However, any opinions, findings, conclu-
upstream-most hole at=0.46 is drawn away from the vane andsions, or recommendations expressed herein are those of the au-
toward the center of the passage. At the momentum flux ratio @fors and do not necessarily reflect the views of the DOE. The
| =0.73, the jet appears nearly fully detached. This data indicaagthors thank David CandelofPratt & Whitney, Ron Bunker
that as the momentum flux of the jets is increased, the upstre&@eneral Electrii and John WeaveiRolls-Roycg for their input
pressure-side jets separate from the wall rather than penetrat®iothe endwall cooling hole patterns.
the pressure-side surface of the vane.

The downstream pressure-side jets, shown in Figc)LGfppear Nomenclature
fully attached in all cases with a maximum momentum flux ratio
of only 1 =0.46, being achieved because of the high mainstream
velocities. As the momentum flux ratio was increased, the down-
stream pressure-side jets penetrated close to the vane finally im-
pacting the vane at the highest momentum flux rativ-00.46. .

When comparing all holes, separation was induced in the range
0.55<1=0.73. The upstream pressure-side holes separated before
impacting the vane, while the downstream pressure-side hole
were able to penetrate completely to the pressure side of the vane®;
leaving no uncooled regions.

@]

= true chord of stator vane

C, = axial chord of stator vane

G = gutter in Fig. 1

I = momentum flux ratio

m mass flowrate

M = mass flux ratio

P = vane pitch; hole pitch

p = total and static pressures

» = Reynolds number defined as REU,,/v

s = distance along vane from flow stagnation
S = span of stator vane
z

o)

T temperature
) X, ¥, z = local coordinates
Conclusions u, v, w = local velocity components

w
Measurements of endwall adiabatic effectiveness were pre- Y = Velocity magnitude
sented for an extensive test matrix combining both coolant fromGreek
flush slot and film cooling from two distinct hole patterns. Film-
cooling holes were shown to distribute coolant evenly throughout
the passage, with the exception being a large uncooled streak
down the center of the passage for the hole pattern that was de-
signed as a provision of a gutter between two vane platformsubscripts

= adiabatic effectivenes;=(T..— T )/(T.—T¢)
= density
= kinematic viscosity

RT3
|

W|th SIOt and fi|m-COO|ing ﬂOWS pl‘esent, there was a Iarge region ave, - = pitchwise average at a given axial location
in the center of the inlet to the passage that was overcooled. Thigye, = = area average of endwall, slot to trailing edge
overcooling was particularly evident for the higb.75% slot aw = adiabatic wall

flow case. For the case with high leakage losses, it seems thatis ¢ = coolant conditions
would be beneficial to eliminate those film-cooling holes and use jnlet = inlet conditions
the coolant elsewhere, such as near the leading-edge or vane o« = freestream conditions
pressure-side regions. In general, the hole pattern that was derived
from constant streamlines was better than the hole pattern tlﬁf‘t
included axially placed holes and a gutter. eferences
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Flow and Heat Transfer in an
Internally Ribbed Duct With
Rotation: An Assessment of Large
Eddy Simulations and Unsteady
Reynolds-Averaged
Navier-Stokes Simulations

A. K. Saha Large eddy simulations (LES) and unsteady Reynolds averaged Navier-Stokes (URANS)
simulations have been performed for flow and heat transfer in a rotating ribbed duct. The
Sumanta Acharya ribs are oriented normal to the flow and arranged in a staggered configuration on the
leading and trailing surfaces. The LES results are based on a higher-order accurate finite
Department of Mechanical Engineering, difference scheme with a dynamic Smagorinsky model for the subgrid stresses. The
Louisiana State University, URANS procedure utilizes a two equatiore knodel for the turbulent stresses. Both
Baton Rouge, LA 70803 Coriolis and centrifugal buoyancy effects are included in the simulations. The URANS

computations have been carried out for a wide range of Reynolds nurfider
=12,500-100,000 rotation number(Ro=0-0.9 and density ratio(Ap/p=0-0.5,

while LES results are reported for a single Reynolds number of 12,500 without and with
rotation (Ro=0.12 Ap/p=0.13). Comparison is made between the LES and URANS
results, and the effects of various parameters on the flow field and surface heat transfer
are explored. The LES results clearly reflect the importance of coherent structures in the
flow, and the unsteady dynamics associated with these structures. The heat transfer re-
sults from both LES and URANS are found to be in reasonable agreement with measure-
ments. LES is found to give higher heat transfer predictions (5-10% higher) than
URANS. The Nusselt number ratidu/Nu,) is found to decrease with increasing Rey-
nolds number on all walls, while they increase with the density ratio along the leading
and trailing walls. The Nusselt number ratio on the trailing and sidewalls also increases
with rotation. However, the leading wall Nusselt number ratio shows an initial decrease
with rotation (till Ro=0.12) due to the stabilizing effect of rotation on the leading wall.
However, beyond Re0.12, the Nusselt number ratio increases with rotation due to the
importance of centrifugal-buoyancy at high rotatigidOl: 10.1115/1.186191]7

Introduction ribbed walls. In a recent study, heat transfer in a rib-roughened

In internal cooling of turbine blades, coolant air is circuIategt:t"’mgu"'jlr channel with aspect ratio 4:1 has been reported by

through serpentine ribbed passages and discharged through b EH'th et al.[8]. In their study, the trall!ng surface heat transfer
holes along the trailing edge of the blade. With rotation, the flo ows strong depe_ndence on the rotanon_ ”“mb‘?r- .
is subjected to Coriolis forces and centrifugal-buoyancy effects, MOSt of the earlier computational studies on internal cooling
Rotation induces secondary flows that destabilize the flow aR@Ssage of the blades have been restricted to three-dimensional
enhance heat transfer along one wall while they stabilize the fige2dy Reynolds averaged Navier-Stoke&NS) (SRANS simu-
and reduce heat transfer along the opposite wall. Cemrifu%gpon_s(Stephens et a[9]; Rigby et al.[10]; Bo et al.[11], and
buoyancy accelerates the flow along the heated walls and, at higfovides(12). The flow and heat transfer through a two-pass 45
rotation numbers, can have a significant effect on the surface h#§@ rib-roughened rectangular duct having aspect ratio of 2.0 has
transfer. been conducted by Al-Qahtani et f13] using a Reynolds stress
Experimental investigations of flow and heat transfer in smootHrbulence model. They have found reasonable match with experi-
and rib-roughened channels have been carried out by a numbeP¥ts, although in certain regions there are significant discrepan-
different researcheréHan and Par1]; Han et al.[2]; Han[3]; Cies. In Qahtani et al.13], it is argued that two equation models
Wagner et al[4], and Johnson et &l5]). More recently, Chen et are unsatisfactory for rotating ribbed duct flows, and that a second
al. [6] have reported detailed mass trangfeaphthalene sublima- moment closure is needed for accurate predictions.
tion) measurements in a stationary duct having a sharp 180 degh key deficiency of SRANS procedures is their inability to
bend. Azad et al7] have studied the effect of the channel orienproperly represent the unsteady dynamics of large scale structures
tation in a two-pass rectangular duct for both smooth and 45 digthe turbulence model. Direct numerical simulati@NS), large
eddy simulation(LES), and unsteady RANSURANS) provide
T Comiboted by the Turb . ision of AN SOC o alternative approaches where all or a portion of the unsteady spec-
ey e Ty Oyson o HEMIERICAN SOCETY OF i resoied. n DNS al scles e resoved, and 10 modeling
ds introduced. In LES, all dynamics of turbulent eddies above a

CHINERY. Manuscript received by the ASME Turbomachinery Division Septemb - ' " :
19, 2003; final revision received December 7, 2004. Associate Editor: R. S. Bunkeutoff filter (twice the mesh sizeare resolved while only the
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small scale fluctuations are modeled. In URANS, all turbulent T P iﬂ or

fluctuations are modeled while the large scale rotational motions —+—(u)=-—+ 5+ — = 2Raein Uk

are resolved as unsteady phenomenon. Thus, URANS aims to 9 X ox Reaxy

capture only the first few fundamental frequencies and models the Bo

random motions using a standard turbulence closure. - — (1 - Hsinend« (2)
The turbulent flow in a stationary duct has been investigated Ry

using DNS(Huser et al[14] and Gavrilakis et al[[15]). However, _ _

as noted earlier, DNS is computationally expensive. On the other a9 T+ 9 = 1 &9 . aq; 3

hand, LES gives improved accuracy with reasonable computa- ot axj(uj )= Re Prﬁsz IX; ®

tional resources. Tafti and Vanka6] have reported LES of flow o _ _

in a rotating rectangular channel. They have used the Smagonvhere 6=(T-T,)/(Tmu—Ty), 7;=-u'u/, and g;=-u/¢'. The
sky eddy viscosity model for the subgrid scale closure. Piomeﬂt}rmsTij andg; in Egs.(2) and(3) are the subgrid scale contribu-
and Liu[17] solved the same problem using a dynamic subgrigons that have to be modeled. Hef®, is the wall temperature
scale model. Both the studies could predict all the flow characteind T, is the bulk temperature of the fluid evaluated at the inlet

istics and show good comparison with experiments. Flow througfction of the computational domain. The unknown functiom
a rotating square duct has been simulated by Pallares and Davi energy equation is given by

son[18]. They present turbulent stress budgets in their study. The

flow and heat transfer characteristics of the rotating duct with A= 1 9 (? _?)

ribbed roughened walls has been investigated numerically using T -T miw

LES by Murata and Mochizuki19]. The effect of centrifugal omw

buoyancy and the different rib orientations have been considergthe coupling betweem and A can be solved iteratively as de-

Their study reveals that the centrifugal buoyancy in the ribbegtribed by Wang and VanK20].

duct increases and decreases both the wall shear stress and the the earlier equations the velocities are nondimensionalized

heat transfer for the buoyancy-induced aiding and opposing flowgh the average velocitys,, all lengths are scaled with the di-

respectively. They have also observed that the heat transfer apghsions of the square dugt(or H), pressure is scaled Wiﬂ’”iv

the friction factor are sensitive to rib orientations. and time is scaled bB/u,,. For air(Pr=0.7, the primary param-
As discussed earlier, LES is known for its higher temporal anda s that appear in Eqel)—(3) are the Reynolds number Re, the

spatial accuracy. However, simulating the flow at a moderate R&¥%iation number Ro, and the Buoyancy parameter Bo. These pa-
nolds number using LES still requires significant computation@l y,aters are varied over appropriate ranges in the present study.

resources due to the necessary grid resolution. On thg other hangspq imposition of periodic boundary conditions for the depen-
since URANS solves only for the unsteady energetic coherefitn; yariables needs special attention. The nondimensional pres-
scales while modeling the rest of the fluctuations, the grid sizg op g decomposed into a modified nondimensional pressre,

requirements are considerably more modest. In flows dominatgdly 5 |inear component that varies along the streamwise direction
by discrete frequency large scale structures that URANS can re-

solve, it is conceivable that URANS may provide solutions of P(x,y,2,t) = p(x,Y,z,t) - BH)x

reasonable accuracy with moderate computational effort. This is a . ) ) .

key goal for the gas turbine industry-improved accuracy with fa¥%here 3(t) is the linear component of the nondimensional pres-
turnaround time. Thus, one primary goal for the present study is$§"e that has to be adjusted in each time step to get the desired
exp|0re the accuracy of URAN&IS'ng LES and measurements aéna.ss ﬂOW rate. W|th the eal’ller m0d|f|catlon, the momentum

benchmarks for comparispfor rotating ribbed-duct flows. equations take the following form:
The second goal of the present paper is to use URANS to ex- j- i 1 P20 or
tend the parametric valug¢Re, Ro,Ap/p) to ranges of relevance — + —(uu) =——+ §,8(1) + — 2' + —L - 2R Uk
to gas turbine industry. Results reported in the literature are gen- Xi % Reaxy
erally limited to lower parametric ranges since the higher para- Bo
metric ranges are difficult to achieve experimentally, while com- - R—(l = O)gineianl« (4)
M

putational efforts(primarily SRANS have been stymied by lack

of agreement with rotational data even at moderate parameter val- . .
ues. Since URANS is likely to provide improved accuracy over SIUbg”dd Clik_)subre Mdodel. 'Ir;he m?j_st commonly uhsed iUb.g”d q
SRANS, it is justifiable to report computational results over apca/€ model Is based on the gradient transport hypothesis, an
extended parameter range as done in this paper. correlatesr; to the mean stain-rate tensor

. — s
Tij = Uity — Uil = 217§, _éLTkk (5

where g, is the Kronecker deltag=—-uyuy, andgj is given by
Governing Equations and Boundary Conditions _ 1dr a
. e [ R
For LES, the equations solved are the unsteady, homogenously S = Z(JX- + ax-) (6)
filtered Navier-Stokes equations, along with the incompressibilig ) ) ] ! ' o
constraint. For filtering, a top-hat filter has been used. In URANS he eddy viscosity proportional to local large scale deformation is
the unsteady Reynolds-averaged Navier-Stokes equations Wféten as
solved where the unsteady term represents temporal variations Pyt
over time scales larger than the averaging time. The resulting vr=C(A)S @)
equations for both LES and URANS have the following formHere C is a function of space and time and is to be calculated
where the overbar represents spatially filtered quantities in L : . oy I .
and ensemble-averaged quantities in URANS I%1§namlcza_lly at each time step is the grid fllter. scale and is
given by A=[(x)(8y)(52)]*3, and|§=(2S;S;)"/2 Lilly [21] and

Germano et al[22] suggested a method to calcul&efor each
time step and grid point dynamically from the flow field data. In

a_Ui =0 1) addition to the grid filter, which signifies the resolved and subgrid
X scales, a test filter is introduced for computationCofThe width
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Table 1 Model parameters

Csl CSZ Tk O

0.09 1.44 1.92 1.0

of the test filter is larger than the grid filter width. Our computa
tions were carried out using the model suggested by Piomelli a

Liu [17]. To avoid ill conditioning ofC, a local averaging over
adjacent grid cells, following Zang et d23], was carried out.
Similarly, for energy equation, the subgrid stress is

— v (9;
qj=ujt9—uj0=—T—

8
oo ®

d(x+ LY,z = d(X,y,z,t) (14
where¢= (u;,p,k,e). The corresponding periodic boundary con-

3 ditions for the energy equations are

o(x+ Lyy.zt) 5(x,y,z,t)

9m2 eml

where 6,y and 6, are the nondimensional bulk temperatures at
inlet and outlet of the computational domain.

he channel and obstacle surfaces are treated as no-slip bound-
aries. Constant wall temperature boundary conditions have been
used for the heated walls and rib surfaces. For URANS calcula-
tions, normalized kinetic energy is set to zero while zero Neu-
mann boundary conditions are used for the nondimensional dissi-
pation at all walls. Since the near-wall mesh in the LES
calculation is sufficiently fine, with thg-plus values of the first

where Pyis subgrid scale or SGS turbulent Prandtl number and $&t of grid points away from the wall less than 1.0, no wall func-
calculated dynamically by the dynamic model described in Moition or damping is necessary for LES. However, the URANS grid

et al.[24].

is substantially coarser, and for the near wall modeling in
URANS, standard wall functions are used and the grid is gener-

Unsteady RANS Turbulence Closure.The URANS simula- gted such that thg-plus values of the first set of points lie be-

tions in the present study have been carried out using the tgeen 15 and 40. Earlier studies with URANS have shown that

equations(k, and ;) model of Kato-Laudef25]. It has already the standard wall function can predict the near-wall flow behavior
been pointed out that the URANS solves for the quasi-periodigith reasonable accuradaha et al[26]).

part of the flow field while modeling the random turbulent fluc-
tuations. The turbulence closure is based on the gradient transp@fimerical Method

hypothesis, which correlates; to the phase averaged stain-rate

tensor

Tij = 2v7S; __3Il7'kk (9)

where §; is the Kronecker deltag,=—uyuy, andgj is given by
— 1fau aﬁ)
==+ 10
: 2<axj % (9
Similarly, q; is given by
— 90
g =-uj¢ —aT&j (11

The differential equation$Egs. (1), (3), and (4)) have been
solved on a staggered grid by using a modified version of the
MAC algorithm of Harlow and WelcH27]. When the flow is
incompressible, the pressure and velocity fields have to be solved
simultaneously, since the pressure field has to be compatible with
the continuity equation. This has been implemented by a two-step
procedure:(a) a predictor step using current values of pressure
that is fully explicit and(b) a corrector step in which the correc-
tion to velocity and pressure are obtained by ensuring compatibil-
ity with the continuity equation. An explicit, second order in time,
Adams-Bashforth differencing scheme has been used for the time
advancement of the convection and diffusion terms. The complete
numerical algorithm is presented in Saha and Achf?#.

In the present study, diffusion terms have been approximated

The turbulent eddy viscosity and turbulent thermal diffusivity arésing second order central differencing. For the advection terms, a

given in nondimensional forms as follows:

1.2 1.2

— n —
rr=C,Re= andar=C,Re Pr—
€n Ot€n

third order upwind differencingkawamura et al[29]) has been
used. Once the corrected velocities are updated using the continu-
ity equation, the momentum and the energy equations are solved
using second order tempordAdams-Bashforth differencing
scheme. Similarly, the convective and diffusive terms in the en-

wherek, ands, are nondimensional turbulent kinetic energy an§'9y equations are discretized using the third order upwinding

dissipationC,, is a model constant, ang is the turbulent Prandtl
or Schmidt number. Fdt ande equations, the Kato Laundg25]

scheme of Kawamura et al29] and the second order central
differencing scheme respectively.

is found to be suitable for bluff body flows since it can handle the The present simulations are carried out using a grid size of

stagnation zone properly by reducing the turbulent production

this region[25,26]. In this model25], the production of turbulent

#14x 82X 96 for the LES calculations while a grid size of 62
X 48% 50 are used for URANS. A nonuniform mesh with cells

kinetic energy is written in terms of rotation and shear of fluidd@cked towards all the solid boundaries has been used to resolve

elements instead of only shear. The nondimensional transp

equations fokk ande are as follows:

K 9 — 1 a)wnok _

—+—{ku}=——) —— [ +Pc- 12

ot (7X|{ ? Reﬂxi{a'kﬁxi} k € ( )
de 4 10) vde B &2
—+—{eu}=—— 1 ——(+C, P—=-C,— (13
A ReﬁXi{o'g(?Xi} e T a3

Where,Pk=C#s_§§, 5=?/?V/1/2{((9Ui/axj)—((?Uj/axi)}z. The pa-
rameters for the earlier equations are given in Table 1.

the near-wall viscous effects. The URANS code results was tested
for grid independence by comparing the results obtained with a
50X 32X 42 grid and the 6X 48X 50 grid. With the two grids,
the surface-averaged Nusselt number along the sidewalls show a
difference of 3.6% while the leading and trailing walls reveal a
discrepancy of 1.6% and 1.7% respectively. Therefore, all the
computations of URANS are carried out using a grid size of 62
X 48x 50. Typical computational effort required per time step for
LES and URANS are 3 min and 30 s, respectively, on a 667 MHz
Alpha processor with 1 GB RAM.

The computational domain of interest is shown in Fig. 1, and
represents a periodic rib module in the radially outward flowing

The periodic boundary conditions for velocities and pressuteg of a coolant passage. The ribs are oriented normal to the flow
corresponding to the earlier momentum equations and turbulemid placed in a staggered fashion on the leading and trailing sur-

kinetic energy and dissipation correspondingie equations are

308 / Vol. 127, APRIL 2005

faces of the duct passage. The pitch-to-rib height ratio is 10 while
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Fig. 1 Geometric model of the problem
Fig. 2 Comparison of secondary flow structures and stream-
wise velocity

the rib height-to-hydraulic diameter ratio is 0.1. The mean radius
of rotation, Ry, is 49. These geometrical dimensions correspond
to the experimental study of Johnson et[&l. X 1. In the present study, a grid size of 50X 48 was used for

As noted earlier, a key objective of the present study is the unsteady computations. Figure 3 shows the comparison of the
compare the performance of LES and URANS calculations instreamwise as well as cross-stream velocities at two different lo-
rib-roughened rotating square duct, and their ability in capturingations. The streamwise velocity of the present study matches
the unsteady dynamics of the flow field. Both the LES anbetter with experiments than computations of lacovifiE?] at
URANS results are compared with experiments. This study diffeb®th locations. On the other hand, the cross-stream velocity un-
from the LES study by Murata and Mochizukl9] in that the derpredicts the experimental value somewhat in the core flow.
present study is carried out at a much higher Reynolds number
and for a stz_aggered arrangement of _ribs. The_ present study q}\s&sults and Discussions
uses a considerably finer grid resolution than in R&€], and is
based on constant wall temperature boundary conditions that neeé single Reynolds numbeiRe=12,500 has been used for all
special treatment. the LES computationgboth the stationary and rotational cases
The rotational case includes the effects of Coriolis forces and
Validation centrifugal buoyancy. The rotation numKg&o) and density ratio

) (Ap/p) considered in the present study for LES are 0.12 and 0.13,

The present code has been validated thoroughly for the flQWgyerively. The URANS simulations are carried out for a Rey-
and heat transfer characteristics in a channel flow with perio Slds range of 12,500-100,000, a rotational number range of
array of cylinders(Saha and Achary§25]). The code has also o 55 and a density ratio range of 0-0.5
been validated against published results for the flow past a square e
cylinder placed in an infinite medium. The computed drag coeffi- Instantaneous LES Flow Field.Figure 4 shows the velocity
cient and the Strouhal number match with the experimental reector superimposed on the temperature contours at the mid trans-
sults. The validation of the URANS code is done using the flowerse plandy=0) for both the stationary and rotating cases. Both
past a square cylinder and found good match with experimenkg cases show clear evidence of separating shear layers shed from
(Saha et al[26]). the ribs. For both the cases, the flow reattaches downstream of the

The present LES and URANS codes have been validatéids on both ribbed walls. The strength of vortices near the leading
against published LES results for rotating smooth daéj, and and trailing walls are comparable for the stationary case while, for
measurements and computations for rotating ribbed [di#lf re-  the rotating case, the vortical structures are stronger near the trail-
spectively. Figure 2 shows LES results of the time-averaged ségg (or unstablgside compared to the leadiligr stablg side. The
ondary flow velocity vectors and contours of the streamwise veecirculation region behind the rib on the leading surface is larger
locity, and compares the present predictions with those of Pallaigslative to the trailing surface of the rotating cpséth rotation.
and Davidsori18]. The Reynolds number and the rotation numbeThis behavior is linked to the fact that the Coriolis-induced sec-
considered for the comparison are 3900 and 0.12, respectivelyidary flows move the bulk flow away from the leading surface
The number of grid points in the present study wak&2x 82, towards the trailing wall resulting in an increase in magnitude of
while Pallares and Davidson used a grid size ok@2Xx 62, for the velocity near the trailing surface and a reduction in the mag-
a domain size of & 1X 1. The comparison between the two setsitude of velocity near the leading wall. Further, the peak-to-peak
of data can be seen to be quite good. The URANS results of thectuations in the velocity signal®ot shown herenear the two
present study have been compared with those of lacoVidg$or  walls (outside the viscous sublayeeveals that turbulence levels
a Reynolds number of 100,000 and rotation number of 0.2. lacare suppressed along the leading surface, which lowers the eddy
vides[12] solved the steady RANS equations and used a maxiiscosity and therefore decreases the spreading rate of the shear
mum grid size of 74 62X 30 for domain dimensions of X1 layer and delays reattachment. Another difference between the
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Fig. 3 Comparison of streamwise velocity at (a) station 1 and (b) station 2 and cross-stream velocity at (c) station 1 and (d)
station 2

two cases is that the bulk flow for the rotational case has greaterd rotating cases, and show that the secondary flow is stronger
vorticity than the stationary case. Rotation produces a velociwith rotation. The flow near the ribbed walls shows more vortical
gradient in the bulk mean flow that leads to additional vorticitgtructures than along the two smooth sidewéHig. 5a)). At this
across the entire width of the channel. The temperature distribulocation, the flow near both the leading and trailing walls for the
tions between the two cases reveal significant differences. For 8tationary case exhibits similar structures. For the rotating case
stationary case, the incoming coolant flditbndimensional tem- (Fig. 5(b)), stronger vortical structures are observed along the
perature of 1lis distributed almost symmetrically between the twainstable/trailing wall compared to the stable/leading wall. The
walls (nondimensional temperature of. 0-or the rotational case, unstable side is dominated by higher momentum fluid, and there-
the temperature of the bulk fluid becomes asymmetric becausee the secondary vortices formed are stronger. The stationary
high momentum cold fluid is pushed towards the trailing side byase shows low temperature fluid located centrally in the core
the Coriolis-induced secondary flows. Thus, for the stationarggion since there are no rotational effe¢ig. 5a)). On the
case, both walls and the rib experience fluid of comparable tewther hand, the rotating case depicts the shift of the cold bulk flow
perature, while for the rotational case, the ribs as well as the wadhwards the unstable side creating a larger zone of recirculation in
on the trailing side are exposed to colder fluid compared to thiee stable side. The effect of this larger recirculation results in
leading side. Thus the heat transfer on the trailing surface is éxgher temperature of the fluid near the stable region.
pected to be higher. Further, due to the higher velocity of the The variation of Nusselt number on the two wdllsading and
trailing edge separated shear layer, the shedding of the vortitesling) is presented in Fig. 6 for the stationary case. The Nusselt
from the trailing edge ribs is stronger, and due to its consequenimber variations on the two ribbed walls are of comparable mag-
interaction with the boundary layer, mixing is enhanced leading totude. There is clear evidence of patches or streaks of low tem-
higher heat transfer rates from the trailing side. peraturehigh Nusselt numbeifluid near the walls. These patches
The secondary velocity vectors superimposed on the tempease a consequence of the colder core fluid being entrained into the
ture contours ak=0.5 are presented in Fig. 5 for the stationaryear wall flow structures. The low Nusselt number region in the
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Fig. 4 Instantaneous velocity vectors and temperature con-

tours at y=0.0 for (a) Ro=0.0 and (b) Ro=0.12 and Ap/p=0.13,

Re=12,500 (top: trailing wall; bottom: leading wall ) Fig. 5 Instantaneous secondary flow structures superim-
posed on temperature contours at  x=0.5 for (a) Ro=0.0 and (b)
R0=0.12 and Ap/p=0.13, Re=12,500 (top: trailing wall; bottom:
leading wall )

recirculation region behind the ribs extends roughly 1.5 rib

heights downstream and is nearly two dimensional. On the other

hand, the separation zone upstream of the ribs appears to be m@i@ys continuity along its span upto a certain streamwise distance
three dimensional with low temperature stregkigh Nusselt (at least 1-2 diameters downstreéamhile being shed down-
numbey that are stretched in the spanwise direction. stream. The tearing of shear layer in the present case may be

The Nusselt number distributions for the rotational céSigs. attributed to the interaction between the wall vortices and the
7(a) and qb)) shows very different behavior near the leading anghear layer vortices, which are of opposite sign. The rotational
trailing wall regions. There are larger zones of high Nusselt nurgase reveals that the shear layer on the stable side is seen to be
ber along the unstable side of the wall produced by the Corioki§oving parallel to the wall and there is no reattachment of the
forces that drive the coolant fluid from the core regions toward thgear layer in the vicinity of the rib. On the other hand, the reat-
trailing or unstable side. The low temperature stre@igh Nus- tachment of the shear layers near the top unstable wall is quite
selt numbey are generally oriented in the streamwise directioByident, and the structures are more prominent and stronger be-
except upstream of the rib where the thermal streaks are orienggflise of the higher momentum fluid present near the unstable
in the spanwise direction. side.

Figure 8 depicts the isosurfaces of spanwise vorticidy, An isosurface of temperature for both the cagéig. 9 can
=+20). Two different types of spanwise vortices are seen in thgrovide information on the mixing of the core fluid with the near-
vicinity of the ribs. One is a wall generated vorticiglark grey wall regions. The thermal structures themselves appear to be com-
color near the leading wall and light grey color near the trailingarable in size to the flow structures. Upstream of the rib, the
wall) and the other is shear layer vorticifgenerated due to the structures appear to be stretched in the transverse direction, but
separation at the corners of the pibBor the stationary case, thereorient themselves to be in the streamwise direction downstream
magnitudes associated with both vortical structures are almastthe ribs. The stationary casEig. 9a)) reveals somewhat finer
same on either of the walls. The separating shear layer shostaictures compared to the rotational case. The rotational case
clear evidence of reattachment and is seen to be discontinuougkig. b)) clearly shows that the isocontours are lifted off the
shredded along the span of the ribs. In contrast, the separattgble surface to a greater degree compared to the unstable surface
shear layer in the flow past a cylinder placed in infinite mediurand also relative to the stationary case; this shows less entrain-

il :
025 “‘3“ 025 0.50
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Fig. 6 Instantaneous Nusselt number contours of the station- ) )
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wall

ment and mixing of the core fluid near the stable surface relative
to the entrainment along the unstable surface, and relative to tAgers formed downstream of the ribs is greater in LES than
stationary case. URANS. The single corner vortex formed in front of the ribs is
) found to be bigger in LES than those in URANS. Therefore, the

Comparison of LES and URANS.Most of the URANS cases gyerall heat transfer from the ribs in LES is stronger than
do not show strong unsteadiness at low rotation numbers. ORRANS. The relative contribution of heat transfer from the ribs to
mild unsteadiness is observed in the pressure as wédlea&ls  the overall heat transfer on the leading wall is about 34% and 24%
fields. However, at high rotation numbe(80=0.25, strong un- for LES and URANS, respectively. The corresponding values on
steadiness in the velocity field is observed, and will be discussggliling wall are 37% and 25%, respectively.
later. Since LES is carried out at low Reynolds numiBe  The time-averaged temperature distribution for URANS and
=12,500, rotation number(Ro=0 or 0.12 and density ratio LES are presented in Fig. 11 at the midstreamwise plane. There is
(Ap/p=0.13, comparison of LES with URANS is done with re-a distinct difference in the temperature contours for the two cases.
spect to the mean flow and temperature fields because for thée effect of rotation on the temperature field is clearly discerned
parameter ranges the URANS computations are only mildly uthrough the two lobes in the temperature field. The temperature
steady, while LES results expectedly show greater unsteadineggntours in the LES results show the formation of two small

Figure 10 delineates the time-averaged velocity vector fiel@ounter-rotating lobes along the midportion of the trailing surface,
superimposed on the temperature contours at the midtransveand correspondingly there is little dip in the temperature contours
plane. The zoomed-in views near the ribs are also shown for badththis region(not seen in the URANB It is quite clear that the
the cases. Though both LES and URANS represent similar overa@ine near the leading surface show higher temperatures in
mean flow structures, the flow near the ribs in LES is quite dit/RANS compared to LES. The stronger unsteady flow in LES
ferent from the URANS. In URANS, only one vortégeparating helps in the near-wall mixing, and in bringing the temperature
shear layeris seen in the downstream of both the ribs while LESlown, leading to higher heat transfer raiesge Table 2 The
shows additional small corner vortices along with the separatitighe-averaged Nusselt number distribution near the trailing wall is
shear layer vortices. Because of these additional vortices, the hglatted in Fig. 12. In the LES results, both the temperature con-
transfer along the downstream rib surface is stronger for LES thtgurs in Fig. 11 and the Nusselt number contours in Fig. 12 show
URANS. This fact is clear from the smaller high temperature rééssymmetry about the axial mid plarig=0). The averaging is
gion near the ribs in LES. The strength of the separating shetone for over 15 flow-through time periods, and this is generally
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Fig. 9 Isosurface of temperature (#=0.6) for (a) Ro=0.0 and
(b) R=0.12 and Ap/p=0.13 for LES (top: trailing wall; bottom:
leading wall )

from the two dimensionality in temperature distribution down-
stream of the rib in URANS shows that the reattachment is af-
fected by the presence of side walls. However, these variations are
reduced in LES due to the additional mixing and transport pre-
dicted by LES.

Table 2 presents the comparison of time-averaged Nusselt num-
Fig. 8 Isosurface of spanwise vorticity  (e,=+20.0) for (a) Ro ber for URANS, LES, ‘_ind experiments. The EXpe”me_nt corre-
=0.0 and (b) R=0.12 and Ap/p=0.13 sponds to a four pass ribbed dyi6f. The reported experimental

data in the present study are taken from the downstream regions in

the first pass that show near periodic behavior in heat transfer. It
long enough to statistically resolve turbulent fluctuations. Increashould, however, be noted that the ribs used in the experiments do
ing the averaging time to 20 flow-through time periods did ndiot have sharp corners, and the measured Nusselt numbers in the
improve the asymmetry. Therefore, this means the presence gb@eriments does not show perfectly periodic behavior. All the
low-frequency unsteadiness in the flow system. URANS is unabNusselt number reported in the present study have been normal-
to capture this because of its diffusive nature. ized with respect to smooth channel Nusselt numig

Comparison of Nusselt number contours from URANS and0.0176R&9). The heat transfer on the ribbed walls are nearly
LES reveals that URANS gives higher Nusselt number over maadt5-3 times higher, while that along the smooth side walls are
of the regions on the wall. However, the heat transfer on the walearly 1.5 times higher compared to the smooth channel case. For
just before the ribs and from the ribs surfaces is significantie rotational case, the trailing/unstable surface reveals the highest
higher with LES, and leads to a higher overall heat transfer rateeat transfetnearly 1.5 times greater than stationary vajusesd,

The three dimensionality of temperature field near the trailings already discussed, this is because of the secondary flows gen-
wall is seen in both LES and URANS simulations. The deviatioarated by the Coriolis forces, and the associated high velocity bulk
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Fig. 11 Time-averaged temperature contours at ~ x=0.5 for Ro
=0.12 and Ap/p=0.13, Re=12,500 (a) URANS and (b) LES (top:
trailing wall; bottom: leading wall )

Fig. 10 Time-averaged velocity vectors and temperature con-
tours at y=0.0 for Ro=0.12 and Ap/p=0.13, Re=12,500 (a)
URANS and (b) LES (top: trailing wall; bottom: leading wall )

parametric effects of the Reynolds number, rotation number and

fluid and higher fluctuations near the trailing surface. Correspongi‘?nSlty ratio are simulated using only URANS. These results are

ingly, the heat transfer along the leading wall is Ié¢&sctor of escribed next.

about 0.7 relative to the stationary valudmcause of the lower Effect of Re. The effect of Reynolds number is carried out

bulk flow velocity and decreased velocity and temperature flugsing a rotation number of 0.12 and density ratio of 0.13. Figure

tuations. The sidewalls show enhanced heat trangéator of 13 represents the velocity vector plots superimposed on tempera-

about 1.4 compared to the stationary case since rotation resultstiive contours for two Reynolds numbers namely, 25,000 and

additional secondary flow. 100,000 at a midstreamwise plafie=0.5). At both Reynolds
Comparisons among URANS, LES, and experiments show that

the Nusselt number ratios for both stationary as well as rotating

cases reveal similar levels of agreement with data, with the presple 2 Comparison of Nusselt number  (normalized with Nu 0

dictions agreeing to within 20-25% on the leading and trailingo.0176Re®? for simulations and experiments

walls and to less than 15% on the sidewalls. The heat transfer

surface area with square riksomputationsis nearly 10% larger ) Leading Trailing
than the rounded ribs in the measuremeats Nusselt numbers Re=12,500{Ap/p)=0.13 Sidewall  wall wall
are based on projected argaand therefore slightly higher pre- URANS (no rotation, square ribs 151 282 282
dicted values should be expected. In view of this, one can copg, k-e)

clude that the present predictions with both URANS and LEEES (no rotation, square ribs 1.65 3.10 3.14
appear to be quite reasonable. The LES results show higher h@ghamic model

transfer on all walls for both the stationary and the rotating caséghnson et al5], rounded ribsno 2.47 2.50

compared to the corresponding URANS cases. The URA ation

. T ANS, square ribs 211 1.83 4.20
model is dissipative in nature and thus damps the flow structur tdk-0) (Ro=0.13

Consequently, the heat transfer is less in URANS since the flyg=g square ribs 1.99 2.08 4.45
tuations of energetic structures that are responsible for high h?@n,amic model (YR0=0.12]
transfer is reduced. Johnson et al[5], rounded ribs 1.86 1.75 3.72

Since LES computations are expensive, and both URANS amb=0.13
LES appear to give reasonable agreement with measurements =the
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Fig. 13 Secondary flow structures superimposed on tempera-
ture contours at x=0.5 for (a) Re=25,000 and (b) Re=100,000,
numbers, there is clear evidence of strong secondary flow in tRe=0.12 and Ap/p=0.13 (top: trailing wall; bottom: leading
form of two counter rotating vortices induced by the Corioligvall)
forces. The presence of the ribs distorts the secondary flow struc-
tures, and this is reflected in the pair of secondary vortices ob-
served near the leading surfa@ég. 13a)). The flow structures at trailing wall Nusselt number ratio for Re=12,500 while it under-

the two Reynolds numbers do not reveal significant differenc edicts(by less than 10%at Re=25,000. However, in general
However, differences are observed between the temperaturee@% . ' ’

o - - - ¥ agreement with the data in the Re range of 12,000-25,000 is
tributions of the two cases, W'tklthe core fluid at Re=100,000 atgcellent. While the Nusselt number itself increases with Re, the
higher temperature than at Re=25,000. The higher temperaturg\@fsselt number ratio decreases with increasing Re values indicat-
the core fluid at t_he _hlgher Reynolds number decreases the relaﬂyg that for ribbed ducts with or without rotation, ®&is not the
heat transfer ratigwith respect to the smooth wall heat transfery gy opriate scaling. The trailing wall shows a greater dependence
from the leading and trailing walls. The Nusselt number distribysp, the Reynolds number; this Re dependence appears to be greater
tions on the trailing wall at Re=25,000 and 100,000 are shown i the jower Re valueRe< 50,000, and decreases somewhat for
Figs. 14a) and 14b), respectively. The effect of the two counterpe~. 50 000, For smooth ducts, the increase in Reynolds number
rotating secondary vortices |$_clearly Seen in the two high NPSS? SSults in the decrease in viscous sublayer. However, for ribbed
nu_mb?rhpakt]c'r\]les nelar thegralllng welfig. 14a)). Thz syrr:]meglc aﬁjuct, the separation of the shear layer from the front edge of the
pair of high Nusselt number zones moves towards the sidewglg .5 565 disturbance to the viscous sublayer and as a result the
and become elongated in the streamwise direction at higher Rg blayer becomes less sensitive to the Reynolds number. One po-
nolds number. At the same time, the low heat transfer zone jyshia| reason for the observed Re dependence in both smooth and
downstream of the rib shrinks down with the increase in Reynolgige gycts is that the hydrodynamic and thermal boundary lay-
Eumber. Wh'.lle thle generalfd|str|but|ons atﬂ;hehtw?\lReynlolds NU;s decrease with an increase in Reynolds number, and therefore,
ers are similar, lower surface temperatuffeigher Nusselt num- o spatial interaction and momentum transport between the sepa-

bers are noted at the higher Re. rated shear layer and the boundary layer reduces. This decrease in

N Flgulrte 15 bshowts_ t?e elflf?rc]:t of thﬁ Reyncildsthnutmt)lgr oln t3‘?‘3\omentum exchange causes a reduction in the heat transfer with
usselt number ratio for all three walls namely, the trailing, leagcreasing Reynolds number.

ing, and sidewalls. For comparisons, the data of Johnson [&]al.
are also plotted in the same graph. The present results show gooHffect of Density Ratio. To investigate the effect of density

match with that of Johnson et dI5] for the leading and side ratio, the Reynolds number and rotation number are fixed at
walls. The present simulation overpredidty about 10-15%the 25,000 and 0.12, respectively, while the density ratio is varied
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Fig. 16 Secondary flow structures superimposed on tempera-
ture contours (x=0.5) at (a) (Ap/p)=0.13 and (b) (Ap/p)=0.5 for

between 0 and 0.5. In the present paper, the variation in the bu@s=0.12 and Re=25,000 (top: trailing wall; bottom: leading

ancy parameter is achieved by varying the density ratio whilgall)

keeping the rotation constant. The buoyancy force is governed by

both the centrifugal forces acting on the fluid and the density

gradient in the fluid. With the wall temperatures higher than the ) ] ]

core temperature, as in the present case, the direction of buoyafié{fling increased turbulence production and thickening of the
is radially inward and opposite to the main flow direction. Th&oundary layer. In Johnson et &h], it has been shown that cen-
Opposing direction of buoyancy can produce Comp|ex effects iHlngal buoyancy Ieads to an increase in heat tl’ansfel’ along bOth

S50 — 55— SideWall
i [} Leading Wall
[ - ] Trailing Wall
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Fig. 15 Effect of Reynolds number on Nusselt number ratio
for Ro=0.12 and (Ap/p)=0.13

316 / Vol. 127, APRIL 2005

leading and trailing walls.

Figures 16a) and 1&b) show the velocity vectors at the mid
streamwise planéx=0.5) for (Ap/p)=0.13 and 0.5, respectively.
No significant differences are observed in the flow pattern be-
tween the two vector plots with the primary differences being in
the relative magnitudes of the velocity and temperature. One dis-
tinct difference is that the rib generated secondary flow structure
near the bottom is smaller éhp/p)=0.5. The corresponding ther-
mal field looks almost similar except that the low temperature
region is shifted closer to the trailing side with increasing density
ratio, and therefore the near-wall temperaturet/p)=0.5 is
lower than that atAp/p)=0.13.

To further explore the behavior near the leading surface, the
Nusselt number distributions on the leading walls {dp/p)
=0.13 and 0.5 are presented in Figs(dd7and 17b) respectively.
With increasing density ratio, higher Nusselt number in the at-
tached flow regions is observed, and at the same time the higher
temperature zong$ow heat transferbefore and after the ribs are
smaller in size. However, these differences are relatively small,
and in general, the leading surface heat transfer appears to be
relatively insensitive to density ratio. These observations are con-
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I 625 for Ro=0.12 and Re=25,000
0.25 4.7
= 208
& 00
;,L & is interesting to note that the double rolls seen in other cases at
> 0.00 SEINE low rotation number bifurcates and two pairs of counter rotating
} i rolls are observed. The middle two rolls show larger oscillations
il compared to the two side rolls. The continuous growth and shrink-
025 o age of the rolls can be seen in the sequence of figures. The corre-
) j % sponding temperature variations also show clear unsteady
) i behaviour.
S/ (b) The time-averaged secondary flow field and Nusselt number
-0.50 > e variation on trailing wall corresponding to Ro=0.5 are plotted in
0.00 0.25 0.50 0.75 1.00 Fig. 20. Atx=0.5, two symmetric pairs of rolls can be clearly seen
X in the secondary flow pattern in Fig. @). Due to the higher

rotation, the bulk fluid is pushed towards the trailing wall and the
zone near the trailing wall is dominated by cold fluid and higher
vorticity secondary flow. The maximum vorticity in the core of the

secondary flow is 6.0 while the corresponding value at low rota-
tion (Ro=0.13 is about 1.3. As a result of the stronger secondary
Hﬁ;w, the heat transfer increases with rotation along the trailing

heat transfer with the density ratio are obtained for a ribbed dug{gd sidewalls. The secondary flow pattern at Ro=0.5 appears to

Figure 18 depicts the variation of Nusselt number with densi§f intrinsically different than at a lower rotation numbiéto
ﬂo.lz in Fig. 16 with four eddies at Ro=0.5, and secondary flow

rected away from the midregions of the trailing surface instead
being directed towards the trailing surface. The Nusselt number
istribution along the trailing wall is shown in Fig. @9, and
early shows two separate zones of low temperatures. At higher
rotation numbers, the Nusselt numbers show a little asymmetry.
This behavior is caused by very low frequency present in the flow.
Effect of Rotation Number. Rotational effects are studied byAveraging of this low frequency demand very long averaging
varying the rotation number between 0 and 0.5 while keeping thiene. The percentage change in the values of Nusselt number on
Reynolds number and the density ratio fixed at 25,000 and 0.1Be confining walls are checked by increasing the total time of
respectively. As discussed earlier, the centrifugal buoyancy pareraging by 1.5 times, and no noticeable difference is observed.
rameter represents the combined effect of rotation and densliye minimum period for which averaging is done is more than 15
ratio. Therefore, it is important to note that the variation of rotaflow through times. The high temperatuflew heat transferre-
tion gives the combined effect of rotation and buoyancy. gion in the middle is a consequence of the central downwash
For Ro=0.12 and below, the flow field predicted by URANS isway from the trailing surface.
essentially steady. However, at a rotation number of 0.25 andFigure 21 shows the mean velocity vectors along with the tem-
more, the flow field reveals strong unsteadiness and is discusgedlature contours at the midtransverse plane0). At this high
here. A sequence of time dependent flow structures at three diffestation number, the velocity distribution looks different from the
ent times for Ro=0.5 is presented in Fig. 19. The temporal variather cases discussed so far. The fluid is pushed strongly towards
tion of vertical velocity as a function of time at the center of thehe trailing surface to the extent that there is no formation of
domain is shown in Fig. 18). It is clear that the flow field at corner vortices in front of the rib. The separating shear layer at the
Ro=0.5 shows quasi-periodic behavior. Clear evidence of mutailing edge is so strong that it penetrates nearly to the center of
tiple frequencies is observed from the signal trace. The snapshibis domain. On the other hand, the velocity near the leading edge
of velocity vectors with superimposed temperature fieldxat reduces to the extent that the flow structures near the leading
=0.5 are presented in Figs. ®-19(d) at three different times. It surface are significantly altered. Two large vortices, one before

Fig. 17 Nusselt number contours on the leading wall at (a)
(Ap/p)=0.13 and (b) (Ap/p)=0.5 for Ro=0.12 and Re=25,000

sistent with the measurements of Johnson ef&lwho reported
that for a Ro=0.12, rather small enhancements of leading w

ratio along the trailing, leading and sidewalls at Ro=0.12 a
Re=25,000. Both the leading and trailing surfaces show a mo
tonic increase in Nusselt number ratio with the density ratio. T
increase is rather modest and is about 10% as the density rati
increased from 0 to 0.5. The sidewall Nusselt number ratio
relatively insensitive to the density ratio.
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Fig. 19 (a) Signal traces of the vertical velocity at ~ x=0.5, y=0, z=0, (b)—(d) secondary flow structures superimposed on tempera-
ture contours (x=0.5) at (b) time=14.53, (c) 25.88, and (d) 32.90 for Re=25,000, (Ap/p)=0.13 and Ro=0.5 (URANS) (top: trailing
wall; bottom: leading wall )

and one after the rib, are formed without any evidence of a sefgble for increasing the heat transfer at the leading wall. To inves-
rating shear layer at the rib edge. Due to high rotation the vorticitigate this further, simulation is performed at Ro=0.25 without
of the bulk flow also increases. any buoyancy. The Nusselt number ratios along the side, leading,
Figure 22 presents the line plot showing the variation of Nusselk trailing walls for no buoyancy case are found to be 1.51, 1.69,
number ratio for various rotation numbers. The trailing surfacg,q 3 30, respectively, and are less than the corresponding values
shows a continuous increase in Nusselt number ratio as the r%?'1.53, 1.84, and 3.47 with a density ratio of 0.13. The other

tion number is increased. This is expected since the rOtatiofn'ctors that mav plav a role in the leading wall heat transfer at
induced secondary flows push the cold core fluid towards the trﬁf Yy play g

ing wall and increase the velocities and turbulent fluctuations n h RO_ are the large vortices generated “PSt_ream and _downstream
the trailing wall. The leading wall shows an initial drop in theo' the rib. Johnson et af5] also observed similar behavior. They
Nusselt number ratio until a Ro=0.12. Beyond Ro=0.12, the Nufund that in the lower rotation number ran@e-0.23, there is a

selt number ratio increases with a further increase in rotation, figcrease in the Nusselt number ratio on the leading wall and the
does not exceed the stationary case value. It has already beadip increases with further increase in rotation. The same behav-
discussed that the increase in rotation number causes an incréasé seen here except the minimum point is located at Ro=0.12.
in the buoyancy forces and it is this effect that is partly respofi-he lower Ro number at which the transition in the trend occurs

318 / Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.50 guem : 050

g 7] ]
X &;;/' 1.00 =

0.25 0.25
har \ 71
o
4,\\\.._,0, LA AN b_\
M7 e 7 o AN S
N 0.00 AT s o o 03
T e T N 0.00
PYCORD D7 e A
B~ 0BT @l
025 o ":‘l‘d&“““‘l.'Illp.:ﬁg:: RANS

PRI AN,

-0.25

CeeT

T
varrzeiian “’*53“

Ed
: il ; @
0%s0 02 o000 025 050 050 moiEzd | BN :
Y ) 8.00 0.25 0.50 0.75 1.00
X
0.50 3200
266.7 Fig. 21 Time averaged vectors on temperature contours at ~ y
fégg =0.0 for Re=25,000, (App)=0.13 and Ro=0.5. (top: trailing wall;
‘ 106-7 bottom: leading wall )
0.25 -
533
0.0
» With increasing Re, the heat transfer ratio decreases mono-
> 0.00 tonically with the trailing wall exhibiting the greatest depen-
dence. The R¥ scaling is clearly inadequate for ribbed duct
RANS flows.
» Rotation causes heat transfer on the trailing and sidewalls to
-0.25 increase monotonically. However, the leading wall shows an
initial decrease in heat transfer until Ro=0.12. The leading
®) wall heat transfer increases beyond Ro=0.12 because of the
= —oEig ——= ] increased effect of centrifugal buoyancy at high rotation.
'0'58_ ] ] T 0.75 1.00 However, it does not exceed the stationary duct value. The

Nusselt numbers on both leading and trailing surfaces are
higher with centrifugal-buoyancy effects included.
With increasing density ratio, the leading and trailing walls

Fig. 20 Time averaged (a) secondary flow and temperature

contours at  x=0.5, (top: trailing wall ); bottom: leading wall. = (b) show an increase in the Nusselt number ratio. However, along
Trailing wall Nusselt number distribution for Re=25,000, the sidewalls the Nusselt number ratio is relatively insensitive
(Ap/p)=0.13 and Ro=0.5 to the density ratio.

may be related to the square rib profile used in the present study,
while in Ref.[5] a rounded rib profile was used. The sidewall#cknowledgments
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Results from LES and URANS of flow and heat transfer in gions.
rotating ribbed duct with isothermal walls and staggered ribs are
presented. The effect of Coriolis forces and centrifugal buoyancy
are included in the simulations. The following conclusions emerge 5.0
from the present study. :

—H8— Side Wall =
O  Leading Wall Ro=25090 .
 Heat transfer predictions with LES and URANS agree we 4.0 ] Trailing Wall
(within 20%) with experimental data in rotating smooth anc
rotating ribbed ducts over a wide range of Reynolds numb
and Rotation numbers. 3 30
» The LES results reveal that the flowfield is characterized (3
unsteady coherent structures, and that these structures pla
important role in the mixing and heat transfer. The therm:
structures downstream of the rib have streamwise orientatic
similar to the flow structures. The URANS results show onl 1 ¢
mild unsteadiness at Ro less than 0.25, but exhibit significa T
flow unsteadiness and dynamics of the secondary flow strt 0.00 0.15 0.30 0.45
tures at a rotation number of 0.5. The secondary flow exhibi Rotation Number
four eddies at Ro=0.5 compared to two eddies at a lower Ro.
The different secondary flow patterns substantially influenagg. 22 Effect of rotation number on Nusselt number ratio for
the heat transfer distributions on the trailing wall. Re=25,000, (Ap/p)=0.13

mao
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Nusselt Numbers and Flow

Structure on and Above a Shallow

Dimpled Surface Within a

Channel Including Effects of Inlet
e.m.Lgrani | TUrbulence Intensity Level

Professor,

Fellow ASME . . . .
ellow AS Experimental results from a channel with shallow dimples placed on one wall are given

N. K. Burgess fqr Reynolds numbers _based on channel height from 3,700 to 20,000, levels of Iongitu-
Graduate Student dinal turbulence intensity from 3% to 11% (at the entrance of the channel test section),
and a ratio of air inlet stagnation temperature to surface temperature of approximately
S. Y. Won 0.94. The ratio of dimple depth to dimple print diame##D is 0.1, and the ratio of
Graduate Student channel height to dimple print diameter H/D is 1.00. The data presented include friction
factors, local Nusselt numbers, spatially averaged Nusselt numbers, a number of time-
Convective Heat Transfer Laboratory, averaged flow structural characteristics, flow visualization results, and spectra of longi-
Department of Mechanical Engineering, tudinal velocity fluctuations which, at a Reynolds number of 20,000, show a primary
University of Utah, vortex shedding frequency of 8.0 Hz and a dimple edge vortex pair oscillation frequency
Salt Lake City, UT 84112-9208 of approximately 6.5 Hz. The local flow structure shows some qualitative similarity to
characteristics measured with deeper dimplés of 0.2 and 0.3), with smaller quan-
titative changes from the dimples @D decreases. A similar conclusion is reached
regarding qualitative and quantitative variations of local Nusselt number ratio data,
which show that the highest local values are present within the downstream portions of
dimples, as well as near dimple spanwise and downstream edges. Local and spatially
averaged Nusselt number ratios sometimes change by small amounts as the channel inlet
turbulence intensity level is altered, whereas friction factor ratios increase somewhat at
the channel inlet turbulence intensity level increases. These changes to local Nusselt
number data (with changing turbulence intensity level) are present at the same locations
where the vortex pairs appear to originate, where they have the greatest influences on
local flow and heat transfer behavidiDOI: 10.1115/1.186191]3

Introduction sions on the opposite side. This then leads to another advantage

Dimples are used on the surfaces of internal flow passaces Eegause substantial heat transfer augmentations are also provided
P p 9 the array of protrusionit,5].

€
cause they produce substantial heat transfer augmentations, WXR number of heat transfer studies from Russia utilize dimples.

pressure drop penalties which are smaller than many other tyRse studies employ flows over flat walls with regular arrays of
of heat augmentation devices, such as pin fins and rib turbulataggnerical pitg6], flows in annular passages with a staggered array
Arrays of dimples accomplish thigi) by ejecting multiple pairs of concave dimples on the interior cylindrical surf4@é flows in

of vortices, which increase secondary advection, and local, thregngle hemispherical cavitig$,9], flows in diffuser and conver-
dimensional turbulence transport, as they advect downstream, gt channels each with a single hemispherical cavif}, and

(ii) by not protruding into the flow, and therefore, by not increadtows in a narrow channel with spherically shaped dimples placed
ing losses due to form drdd—3]. Also important are the unsteadi-in relative positions on two opposite surfaddd]. Heat transfer

ness associated with vortex pair shedding, and the reattachmer@égmentations as high as 150%, compared to smooth surfaces, are
the shear layer which forms across the top of each dimpkeported, sometimes with appreciable pressure loggeOther
Dimples are also attractive heat transfer augmentation devices greent data shows that the enhancement of the overall heat transfer

cause they generally require uncomplicated manufacturing pro&8te IS about 2.5 times smooth surface values over a range of

dures, particularly if the dimple shape is a spherical indentatioﬁ.eynOIds numbers, a_nd pressure losses are about half _the values

Because of this characteristic, dimples do not add extra wei I duc?d by convenhongl rib turbulato[r$2]. A computat_|onal

onto a component, especially if surface material is removed (l?mulatlon of flows over_dlmpled surfaces in a_cha_nnel gives flow
ructures, flow streamlines, temperature distributions, and result-

form the dimples. On thinner matgrlals, an |pdentat|0q producn?gg surface heat transfer distributions for similar geometries and
device can be used to form the dimples, which then gives protrys,, conditions[13]. Moon et al.[14] give data that show that
improvements in heat transfer intensification and pressure losses
remain at approximately constant levels for different Reynolds
Contributed by the International Gas Turbine Institd@TI) of THE AMERI- humbers and channel heights. Mahmood et[4). describe the
CAN SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME mechanisms responsible for local and spatially averaged heat
JouRNAL OF TURBOMACHINERY. Paper presented at the International Gas Turbine al ansfer augmentations on flat channel surfaces with an array of
Aeroengine Congress and Exhibition, Vienna, Austria, June 13-17, 2004, Paper No. . 0
2004-GT-54231. Manuscript received by IGTI, October 1, 2003; final revisiofliMples on one wall for one channel height, equal to 50% of the
March 1, 2004. IGTI Review Chair: A. J. Strazisar. dimple print diameter. Other recent investigations consider flow
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and heat transfer in single spherical caviti@$§], the effects of Top Surface
dimple depth on vortex structure and surface heat traf&f@ 1233
the effects of deep dimples on local surface Nusselt number dis-

tributions[2], the combined influences of aspect ratio, temperature
ratio, Reynolds number, and flow struct(igd, and the flow struc- 411
ture due to dimple depressions on a channel suiffaée

The present study is unique and different from existing studies

because the effects of shallow dimples, with a ratio of dimple window [dcations
depth to dimple print diametes/D of 0.1, are investigated. Of Bottom Surface
particular interest are the effects of different inlet turbulence in-
tensity levels on local Nusselt numbers, spatially averaged Nusselt
numbers, and friction factors. The experimental results, measured
on a test surface with shallow dimples, placed on one wall of a
channel, are given for Reynolds numbers based on channel height
from 3,700 to 20,000, levels of longitudinal turbulence intensity

—
Flow Directlon

from 3% to 11%(at the entrance of the channel test segtiamd D =dimple print diameter =5.08 &=8.22
a ratio of air inlet stagnation temperature to surface temperature of (8)  &=dimple depth = 1.624 p=a
approximately 0.94. The ratio of channel height to dimple print

diameteH/D is 1.00. As such, the present experiment is designed Flow

e

Acrylic test surface

to model internal cooling passages of the airfoils employed in gas
turbines used for utility power generation. However, the improve-
ments in surface heat transfer augmentation produced by arrays of
dimples are also useful in a variety of other practical applications,
including electronics cooling, heat exchangers, micro-scale pas-

sages, bio-medical devices, and combustion chamber liners. Efched foil heater , Insulation
Thermocouple
(b) junctions

. Fig. 1 Schematic diagrams of:  (a) The top and bottom dimpled
Experimental Apparatus and Procedures test surfaces, and (b) cross-sectional view of the heated test

surface. All dimensions are given in cm.
Channel and Test Surface for Heat Transfer Measure- 9

ments. A schematic of the facility used for heat transfer measure-

ments is given by Burgess et §2] and by Mahmood and Ligrani . . e . . .
[3]. The air used within the facility is circulated in a closed-loopto"S: Also identified in Fig. (8) is the test section coordinate

One of three circuits is employed, depending upon the Reynol@éslt?m emhployed forfthe study. Note that theoordinate is nor-
number requirements in the test section. For Reynolds numb&f@! from the test surface.

Re, less than 10,000, a 102 mm inner diameter pipe is used, ocal Nusselt Number MeasurementAll exterior surfaces of
which is connected to the intake of an ILG Industries 10P typ@e facility (between the heat exchanger and test sectoa in-
centrifugal blower. For Reynolds numbers between 10,000 agdjated with Styrofoamk=0.024 W/mK), or 2 to 3 layers of
25,000, the 102 mm pipe is connected to the intake of a Daytors4 cm thick, Elastomer Products black neoprene foam insulation

7C554 radial drive blower. For higher Reynolds numbers, a ZQ§:0.038 W/mK to minimize heat losses. Calibrated copper-

mm inner diameter pipe is employed with a New York Blower COI:ons’[an'[an thermocouples are located between the three layers of

R¥lation located around the entire test section to determine con-
uction losses. Between the first layer and the 3.2 mm thick
-acrylic, dimpled test surface is a custom-made Electrofilm etched-

rate from the test section is measur@gstream of whichever
blower is employef using an ASME standard orifice plate an
_Valldyne M10 digital pressure manometer. The blower then exifg; heater (encapsulated between two thin layers of Kaptan

Into a S?””es of twf? plekr:un(Q.Q rhn square ?nd O.;Sbm SQUR® 1 ovide a constant heat flux boundary condition on the bottom
Bonneville cross-flow heat exchanger is located between two ﬁﬁ_‘i’npled test surface. This custom-made heater is designed so that

these plenums. As the air exits the heat exchanger, it enters {g, s the convex contour of the test surface behind each
second plenum, from which the air passes into a rectangular bg ple (Fig. 1(b))

mouth inlet, followed by a honeycomb, two screens, and a two-pa bottom dimpled acrylic surface contains 24 copper-

dimensional nozzle with a contraction ratio of 10. This nozzles,,gtantan thermocouples. Each of these thermocouples is located

leads to a rectangular cross-section, 411 mm by 50.8 mm infehs m just below this surface to provide measurements of local
duct which is 1219 mm in length. This is equivalent to 13.5 hy- J P

draulic diametergwhere hydraulic diameter is 90.4 mnBound-

ary layer trips are employed on the top and bottom surfaces of the
inlet duct, just upstream of the test section, which follows with the
same cross-section dimensions. It exits to a 0.60 m square ple-
num, which is followed by two pipes, each containing an orifice
plate, mentioned earlier.

Figure 1a) presents geometric details of the test section, in- £=0.508
cluding the bottom dimpled test surface, and the top smooth sur-
face. Dimple geometry details are then given in Fig. 2. In the i
present study, a total of 29 rows of dimples are employed in the ;

streamwise direction, with 4 or 5 dimples in each row. The
dimples are positioned on the surface in a staggered array. Note D=5.08
that the amount of rounding around the perimeter of each dimple

(where the dimple joins the flat part of the test surfalces an Fig. 2 Schematic diagram of individual dimple geometry de-
important influence on heat transfer and skin friction augmenteils for the present study. All dimensions are given in cm.
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surface temperatures, after correction for thermal contact resigidly mounted and oriented relative to the test surface in the
tance and temperature drop through the 0.05 cm thickness saine way as when radiation contours are recorded. Voltages from
acrylic. Acrylic is chosen because of its low thermal conductivitthe thermocouples are acquired using a Hewlett-Packard 44422T
(k=0.16 W/mK at 20°Q to minimize streamwise and spanwisedata acquisition card installed in a Hewlett-Packard 3497A data
conduction along the test surface, and thus minimize “smearingtquisition control unit, which is controlled by a Hewlett-Packard
of spatially varying temperature gradients along the test surfad&190A Series computer.
The surface of the acrylic is painted flat black to improve its With these data, gray scale values at pixel locations within
surface emissivity for the infrared imaging. The power to the foilideo taped images from the infrared imaging camera are readily
heater is controlled and regulated using a variac power suppbpnverted to local Nusselt number values. Because such calibra-
Energy balances, performed on the heated test surface, then allmn data depend strongly on camera adjustment, the same bright-
determination of local magnitudes of the convective heat flux. ness, contrast, and aperture camera settings are used to obtain the
The mixed-mean stagnation temperature of the air entering texperimental data. Thie situ calibration approach rigorously and
test section is measured using five calibrated copper-constangaeurately accounts for these variations.
thermocouples spread across the inlet cross section. To determin€he images from the infrared camera are recorded as 8-bit gray
this temperature, measured temperatures are corrected for therawade directly into the memory of a Dell Dimension XPS T800r
couple wire conduction losses, channel velocity variations, as welC computer using a Scion Image Corporation Frame grabber
as for the differences between stagnation and recovery temperaeo card, andsCION IMAGE V.1.9.2 software. Three sets of 60
ture. Magnitudes of the local mixed mean temperatures at diffdrames are recorded at a rate of one frame per second. All of 180
ent locations though the test sectiohy,, are then determined resulting images are then ensemble averaged to obtain the final
using energy balances, and the mixed mean temperature at ghay scale data image. This final data set is then imported into
inlet of the test section. Because of the way in which it is meaATLAB version 6.0.0.88Release 1Psoftware to convert each of
sured, this inlet temperature is also a stagnation value. The th2b6 possible gray scale values to local Nusselt number at each
mal conductivityk used to determine local Nusselt numbers ipixel location using calibration data. Each individual image cov-
based on this inlet stagnation temperature. Because mixed me#&ha 300 pixel by 300 pixel area.
temperature variations through the test section are always Ies'I'Q’—riction Factors. The wall static pressures are measured alon
than 3.0°C, thermal conductivity magnitudes based on inlet st : P 9

. . . e test section simultaneously as the heat transfer measurements
nation temperature are only slightly different from values baseare conducted. using 12 static bressure taps. located 25.4—80 mm
on local mixed mean temperature. ! 9 p pS, '

Five calibrated copper-constantan thermocounles are af3rtalong one of the test section side walls. These measurements
PP P é? made in the test section with the dimples, as well as in a

spread over the exit of the test section duct. Mixed-mean tempe’fa}geline test section with smooth surfaces on all four walls. The

tres, estimated from temperatures measured with these five ¢ Fiction factors are then determined from streamwise pressure gra-

mocouples (and accounting for velocity variations across thdient magnitudes. The pressures from the wall pressure taps are
channel cross-sectigrmatch values determined from energy bal, easured using Celesco LCVR pressure transducers. The signals

ances within a few percent for all experimental conditions inves- :
tigated. All measurements are obtained when the test facility isg];m these transducers are processed using Celesco CD10D

steady-state, achieved when each of the temperatures from thear érfé-zﬁ? dOduusliantorz' Xg&?ggi;ﬁgrt;hg 452‘5‘;26532“;?%'@3?“
thermocouplegon the bottom dimpled test surfaceary by less 4 9 d

than 0.1°C over a 10 min period. card installed in a Hewlett-Packard 3497A data acquisition control

To determine the surface heat fl(xsed to calculate heat trans-unit’ which is controlled by a Hewlett-Packard A4190A Series
e — = computer. With this apparatus, 100 sequential measurements are
fer coefficients and local Nusselt numbgrthe total convective

power level, provided by the etched foil heater, is divided by th%cqunred and measured from each pressure transducer, over a time
riod of about 20 s.

flat, projected test surface area corresponding to that foll heatet
Spatially resolved temperature distributions along the bottom testTime-Averaged Flow Velocity Components and PressureA
surface are also determined using infrared imaging in conjunctiggcond experimental facility, with the same interior dimensions
with thermocouples, energy balances, digital image processirgd also described by Burgess efdl.and Mahmood and Ligrani
andin situ calibration procedures. To accomplish this, the infraref@], is used for flow visualizations and measurements of flow
radiation emitted by the heated interior surface of the channelgguctural characteristics. Within this apparatus, a 1.27 mm diam-
captured using a VideoTherm 340 Infrared Imaging Camerater miniature five-hole pressure probe, manufactured at the Uni-
which operates at infrared wavelengths from 8 toud. Tem- versity of Utah especially for such measurements, is used to ob-
peratures, measured using the calibrated, copper-constantan ttzén-time-averaged surveys of total pressure, static pressure, and
mocouples distributed along the test surface adjacent to the flatwe three mean velocity componeis,19. These data are then
are used to perform thia situ calibrations simultaneously as theused to deduce distributions of streamwise vorticity. To obtain the
radiation contours from surface temperature variations aserveys, the probe employed is mounted on an automated two-
recorded. dimensional traverse, and inserted into the test section through a
This is accomplished as the camera views the test surfeget lined with foam to prevent air leakage. The centerline of this
through a custom-made, zinc-selenide wind@hich transmits probe is traversed as close as about 5 mm from the test section top
infrared wave lengths between 6 and i) located on the top wall, and as close as approximately 5 mm from the test section
wall of the test section. Reflection and radiation from surroundirigpttom wall. The output ports of the probe are connected either to
laboratory sources are minimized using an opaque shield whiwhlidyne DP103-06 pressure transducés measure differential
covers the camera lens and the zinc-selenide window. As showrpiessures up to 2.5 mm of watewor Celesco LCVR pressure
Fig. 1, this window can be positioned either at an upstream loc@ansducergto measure differential pressures up to 20.0 mm of
tion or a downstream location. Note that the downstream locatiovaten. Signals from the transducers are then processed using Ce-
is located just above the 26th to 29th rows of dimples downstredesco CD10D Carrier-Demodulators. Voltages from the Carrier-
from the leading edge of the test surface. Twelve thermocoupgdemodulators are acquired using a Hewlett-Packard 44422A data
junction locations are present in the infrared field viewed by thecquisition card installed in a Hewlett-Packard 3497A data acqui-
camera. The exact spatial locations and pixel locations of thesiéon control unit. This control unit, two Superior Electric type
thermocouple junctions and the coordinates of a 12.7 by 12.7 &092-FD310 Mitas stepping motors on the two-dimensional
field of view are known from calibration maps obtained prior tdraverse, a Superior Electric Modulynx Mitas type PMS085-
measurements. During this procedure, the camera is focused, &2#AR controller, and a Superior Electric Modulynx Mitas type
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PMS085-D050 motor drive are controlled by a Hewlett-Packartdre, and streamwise velocity at the test section location where the
A4190A Series computer. Contour plots of measured quantitiealibration is conducted.

are generated using a polynomial interpolating technigi¢h Power spectra density profiles of streamwise velocity fluctua-
DELTAGRAPH software between data points. In each survey plangions (u’) are obtained using 4098'% point of Fast-Fourier-
1560 data points are spaced 2.54 mm apart. Data obtained at epeinsforms(FFT). Each power spectra density profile is deter-
one of these locations is time-averaged over a period of abanined from an ensemble average of 100 individual profiles
30 s. Additional details of the five-hole probe measurement probtained over overlapping time intervals which are spread over a
cedures, including calibration details and procedures to accottal time period of 30 s.

for velocity gradients and finite spatial resolution, are given by ) i ) .
Ligrani et al.[18,19. Uncertainty Estimates. Uncertainty estimates are based on

95% confidence levels and are determined using methods de-

Flow Visualization of Instantaneous Flow Structure. Flow scribed by Kline and McClintock21] and Moffat[22]. The un-
visualization using smoke is used to identify vortex structures amertainty of temperatures measured with thermocouples is
other secondary flow features. Smoke from three horizontally o#9.15°C. The spatial and temperature resolutions achieved with
ented smoke wires is employed for this purpose. These are locajiegl infrared imaging are about 0.5 mm and 0.8°C, respectively.
6.0, 12.0, and 18.0 mm from the bottom test surfaceXat This magnitude of temperature resolution is due to uncertainty in
=205.5 mm, which is above the center of the fifth dimple rowetermining the exact locations of thermocouples with respect to
along the shallow dimple test surface. To produce sheets gikel values used for thén situ calibrations. The local Nusselt
smoke, each wire is first coated with Barts Pneumatics Corp. suimber uncertainty is then about +6.8%. Corresponding Nusselt
per smoke fluid and then powered using a Hewlett-Packard 6438Bmber ratio uncertainty is about +0.1fr a ratio of 1.50, or
DC power supply. With this arrangement, the smoke forms inte9.4%. Note that all uncertainties of local Nusselt numbers con-
single thin planes parallel to the test surface. As the smoke giler variations of surface heat flux which may be present due to
advected downstream, the secondary flows which accompany v@iall changes of the thickness of the acrylic which comprises the
tex and secondary flow development cause the smoke to be refifnpled test surface. The friction factor ratio uncertainty is ap-
ranged in patterns which show the locations and distributions pfoximately +5.0% forf/f, equal to 1.40. Reynolds number un-
these flow phenomena. Smoke patterns are illuminated drtainty is about +2.0% for Reof 17,800. The experimental
spanwise-normal light planes locatedXat616.5 mm(above the yncertainties of time-averaged magnitudes of local total pressure
center of the fifteenth dimple rowusing a thin sheet of light (relative to atmospheric pressiyreocal static pressurgelative to
provided by a Colotran ellipsoidal No. 550, 1000 Watt spot lightatmospheric pressure local streamwise velocity, and local
and a slits machined in two parallel metal plates. Images are greamwise vorticity are £4.0%, +4.0%, +2.5%, and +8.0%, re-
corded using a Panasonic WV-BP330 CCTV video camera. TBgectively. The estimated uncertainties of the time-averaged mag-
analog images from this camera are acquired and then digitizgitlides of the spanwise and normal velocity components are about
using a Scion Image Corporation Frame grabber video card, argl0v, and +10.0%, respectively. The estimated uncertainty of
SCION IMAGE V.1.9.2software. The resulting images are then furthethe time-averaged magnitude of the longitudinal Reynolds normal

processed using a Dell P4 Precision 330 PC computer. An adgiiress(or the mean-square of the fluctuating velocity component
tional discussion of many of the procedures used for flow visugk about +5.0%.

ization is provided by Ligranj20].
Longitudinal Turbulence Intensity Measurements and Spec- Experimental Results and Discussion
tra of Longitudinal Velocity Fluctuations. A single, horizontal-  Baseline Nusselt NumbersTwo different sets of baseline Nus-
type platinum-plated tungsten hot-wire sensor, with a diameter €éit numbers are measured for two different purposes. In both
5.0 um and a length of 2.54 mm, is employed to measure the tint@ses, constant-property baseline Nusselt numbers are measured
varying longitudinal component of velocity at the inlet of the tesih a smooth rectangular test section with smooth walls on all
section, and within the test section. The time-averaged longitudirfaces and no dimples, for a ratio of inlet stagnation temperature
nal velocity, longitudinal turbulence intensity, and turbulencé a surface temperature of 0.93-0.94 and an inlet turbulence in-
length scale are then determined from these measurements. Wigeiity level of 3.3%. The baseline measurements are also time-
the probe is traversed over a measurement plane, it is positiorg@raged, and made in the downstream portion of the test section,
and controlled using the same two-dimensional traverse, contralhere the channel flow is hydraulically and thermally fully devel-
ler, and drive as are employed with the five-hole pressure prolaged. Théirst setis measured in a channel with an aspect ratio of
When the hot-wire sensor is used to measure the inlet turbulencqvith heating on all four channel surfacésith constant heat
intensity level, the sensor is located in the center of the chanrigix boundary condition around the entire test sedtiamverify
cross-sectiorfZ=0 cm, Y=2.54 cm), at X=2.0 cm, which is just the experimental apparatus and procedures employedsddund
above parts of dimples in the first streamwise row. setis measured in a channel with an aspect ratio 6fBich is the

The hot-wire probe is driven by a Disa 55M10 constantsame aspect ratio employed for the present dimple surface mea-
temperature hot-wire anemometer bridge with an overheat ratiosafrementsto provide baseline Nusselt numbersgNa normalize
1.6. The analog signal from this bridge is then processed usingaues measured on the dimpled surface. In this case, only the
Dantec 56N20 signal conditioner with a low-pass, anti-aliasingottom channel surface is heated to provide the same type of
filter set to 1.0 kHz. The time-varying output voltage signal ishermal boundary condition as when the dimples are installed.
then sampled at a 2.0 kHz rate using a DATEL PCI441D I/@xcept for the absence of the dimples, all geometric characteris-
board installed in the Dell Precision 530 PC workstation. Durintics of the channel are then the same as when the dimpled test
each measurement, 60,000 voltage values are sampled over a 80rface is installed.
period. Data are acquired usingBviEw 6.1 software and then  Baseline Nusselt numbers for both sets of conditions are shown
processed further usingaTLAB 6.1 software, including determina- in Fig. 3. Also included in this figure is the Dittus—Boelter smooth
tion of the turbulence length scale. This is accomplished by inteircular tube correlatiofi23], which is given by
grating the autocorrelation functions which are deduced from the _ 84.04
time-varying longitudinal velocity signals. The entire measure- NUO_O'OZ3R%hPrO @
ment system, including the hot-wire sensor, is calibrated along tfibe agreement between Ed) and the first set of baseline data
centerline of the channel. A Kiel type pressure probe, wall statiobtained with all four walls heatgdshown in Fig. 3 for the entire
taps, and a copper-constantan thermocouple are used to measmge of Reynolds numbers Rgexamined, provides a check on
and determine the total pressure, static pressure, static tempéna- experimental apparatus and procedures. This first set of
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Fig. 3 Baseline, constant property Nusselt numbers, mea-

sured with smooth channel surfaces and constant heat flux —r$—*¢

boundary condition, for a ratio of inlet stagnation temperature so.8 SHE" " Steel plate
to surface temperature of 0.93-0.94, as dependent upon Rey- |lii] Plenum
nolds number based on hydraulic diameter. Data are given for secondary

all four walls heated, and for one wall heated.

T flow

Side view
spatially-averaged Nusselt numbers are determined from measure- 4
ments made on the top and bottom walls. \ﬁh
Because of the different thermal boundary conditions em- 20 LI 1908

only on one wall are generally lower than the values given by Eq. direction
(1), when compared at the same Reynolds number based on hy-
draulic diameter. The lower values are due to larger differences
between local wall temperature and local mixed mean temperature
for the same magnitudes of surface heat flux. As mentioned, the
baseline values are employed to normalize dimpled surface Nus-
selt numbers. In some cases, this is accomplished by interpolating
between the darkened data points in Fig. 3 using a polynomig} 4 Apparatus employed to increase the magnitude of the
equation. longitudinal turbulence intensity in the channel

ployed, Fig. 3 shows that baseline Nusselt numbers with heating \:’S'fF"\smm, plste
Flow H {steel)

— To fix steel plate, need grooves
— All dimensions are given in milimeter

Augmentation of the Longitudinal Turbulence Intensity.

The device used to augment turbulence intensity levels at the inlet -,
of the test section is shown in Fig. 4. It consists of two plenumfEimples are used on the measurement surface. In addition, heat

each of which supplies a row of injection holes located on ea ﬁ;msfer coefficients and heat qux' valuesed to_determlne Nus-

side of the channel. A splitter plate is then also located along tﬂ%t numbersare based on flat prOjepted areas in both cases. Here,
mid-plane of the channel. The plenum supply pressure level chl, W values used for normalization are measuredt0.33

be varied to alter the magnitude of the longitudinal turbulen d the same Reynolds numbers as the Nusselt numbers measured

: - s ot : the dimpled surface.
intensity. The value with no jets is 3.3%. Values as high as abo?lt e . . .
11%, are possible with a plenum supply pressure of about 38 prsisgl,ﬂjl'he bulk flow direction in Fig. 5 is from left to right in the

; . ection of increasing</D. Eaché§/D=0.1 dimple is located in
re(?]rgmlzggggfaggj l;fopg apgszf'ulrg 57 mgggt:ggito{g%er;%bule [?e vicinity of each circular Nusselt number distribution. Note that

To determine the longitudinal turbulence intensity, the instantjje position of each dimple is indicated using a dashed circular
S

neous velocity signal is expressed as the sum of a time-averagafje: AlS0 notice that local Nu/Nuvalues are lowest in the up-
— X ream halves of the dimples. Each of these is positioned beneath
componenu and a fluctuating component, such that

u=u+uy,

where the subscriptdenotes one instantaneous result. The turbu-
lence intensity is then the root-mean-square of the fluctuating
component divided by the magnitude of the mean component. An
autocorrelation functiofACF) for one location in the flow is used

to calculate the integral length scafler the turbulence length
scalg, by integrating the autocorrelation function with respect to

the time lag. The result is subsequently multiplied by the mean —p

velocity to get the integral length scale, which is representative of flow

the sizes of the largest eddies in the turbulent flow field. direction
Effects of Inlet Turbulence Intensity Level on Local Nusselt Rl Y

Number Tatios. The local Nusselt number ratios are given in Fig. 35 210 15 B0 B5 B0 35 240

5, which are measured with shallow dimples on one channel sur- X/D

face and heating on one channel surface,d=0.1,H/D=1,

Rg,=17,800,Tu=0.033, and no augmentation of turbulence ingjg 5 | ocal Nusselt number ratio data from a channel with
tensity levels. Note that the baseline Nusselt numbers, used £@gilow dimples on one channel surface, and heating on one
normalization of the values presented, are obtained using the saihgnnel surface, for 6/D=0.1, H/D=1, Tu=0.033, and Re,
thermal boundary conditions and heating arrangement as wheiv,800
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Fig. 6 Local Nusselt number ratio data from a channel with ) .
shallow dimples on one channel surface, and heating on one Fig. 7 Local Nusselt number ratios along the test surface
channel surface, for #/D=0.1, H/D=1, Tu=0.069, and Re, SPanwise centerline, Z/D=0.0, for different levels of channel
-18.100 inlet longitudinal turbulence intensity Tu from a channel with

’ shallow dimples on one channel surface, and heating on one
channel surface, for 6/D=0.1, H/D=1, and Re ;,=17,800-18,300

a region of re-circulating flow, where advection velocities in the
flow located adjacent to the surface are very low. Nusselt numhgsnerally show slight decreasesTasincreases within the down-
ratios then increase progressively wiiD along the dimpled stream portions of the dimples, and on the flat surfaces just down-
surface. The values then become highest near the diagonal gfridam of the dimples, but in most cases, variations with increas-
downstream edges of the dimples, and on the flat surfaces jigj Tu are relatively small. In each case, local and spatially
downstream of these locations. Here, lodal Nu, augmentations averaged Nusselt number ratidike the ones shown in Fig.)%&re

are as high as 1.6 because of reattachment of the shear lajes either approximately constant &sincreases from 0.033 to
which forms across the top of each dimple, and because of g 07, or decrease slightly at a particular locatiomascreases
multiple vortex pairs which are periodically shed from eacfrom 0.033 to 0.107. The decreases, when present, are due to
dimple. For6/D=0.1,H/D=1.0, and Rg=17,800, one relatively slightly diminished transport capabilities of the vortices and sec-
large vortex pair is shed from the central part of each dimple, and

two smaller vortex pairs are shed from the spanwise edges of each

dimple. These edge formed vortex pairs then strengthen as they 17
advect downstream next to the edges of other dimples. This is X/D=23.18
discussed in more detail later in the paper, and occurs because of )
the staggered arrangement of the dimples on the test surface,
which causes each “edge” vortex pair to be located first on the
right edge of a dimple, then on the left edge of another dimple,
and so on. The result is interconnected regions of high local Nus-
selt number ratios, located diagonally between adjacent dimples,
as shown in Fig. 5. Similar qualitativBlu/Nu, variations are

present on dimpled surfaces withD=0.2[1] and §/D=0.3[2], 1.1 : . :

even though local quantitativBlu/Nu, ranges and magnitudes 20 10 00 10 20

generally increase a&/D increases. g ZID
Figure 6 shows local Nusselt number ratio data from a channel oS | ——0.033 --4- 0.052 —+—0.069 —e—0.090 -0~ 0.107

with shallow dimples on one channel surface, and heating on one
channel surface, fos/D=0.1, H/D=1, Rg=18,100, andTu _. ) )
— : ; . 8 Local Nusselt number ratios along a line of constant

_0'069' The_se data are thus obtained with an augmented tur@?b:zals, for different levels of channel i?ﬂet longitudinal tur-

lence intensity level at the channel entrance, and are presenteq 1@,,cc intensity  Tu from a channel with shallow dimples on
show the effects of turbulence distribution, with only small quansne channel surface, and heating on one channel surface, for

titative variations as the turbulence intensity level is altered. Sugp=0.1, H/D=1, and Re ,,=17,800—18,300.

small quantitative differences are most apparent near dimple span-

wise edges, within the downstream portions of dimples, and on 156 -

the flat surfaces just downstream of dimple rims, where local -

Nu/Nu, values decrease somewhatTasincreases. This is partly 215 et fh@ -

because of changes to the vortices shed by the dimples, which g f ‘hﬁ;;_r‘f/ \\\

occur as the level of inlet turbulence intensity changes. | 14— ' s Ty
Additional information on localNu/Nu, variations with are Re.=17 500-18,308

presented in Figs. 7 and 8. Figure 7 presents local Nusselt number 13 ; : ; |

ratios along the test surface spanwise centeriti®=0.0, and 0 05 a0 05 10

Fig. 8 presents local Nusselt number ratios along a line of constant ZD

X/D=23.18. In each of these figures, data are given for different e T S R |

levels of inlet longitudinal turbulence intensity for the channel e

with shallow dimples on one channel surface, and heating on O0€ o Nusselt number ratios streamwise-averaged over one
channel surface, for §/D=0.1, H/D=1, and Rgq g v

- . eriod of dimple surface geometry, for different levels of chan-
=17,800-18,300. Both of these figures show that Nusselt_nur_nlg%[ inlet longitudinal turbulence intensity Tu from a channel
ratios, measured at different levels of channel inlet longitudinglith shallow dimples on one channel surface, and heating on
turbulence intensityTu, are similar within the upstream parts ofone channel surface, for 8/D=0.1, HID=0, and Rey

the dimples, where local values are also lowest. Local ratios them7,800—18,300.
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Fig. 10 Ensemble-averaged spectrum of longitudinal velocity
fluctuations measured at X/ D=6.27, Z/ D=0, and Y/D=0.05, just
downstream of the downstream edge of dimples in the seventh
row, for Re 4,=20,000, é/D=0.1, H/D=1, and Tu=0.033. 0.100 2.581
ondary flows shed by the dimples. This is partially a result of
increased turbulent diffusion of vorticity, and diminished magni- 0.133 3433
tudes of vortex secondary flows.
Instantaneous and Time-Averaged Flow Structure
Characteristics. Additional information on the unsteadiness asso- 0167 4311
ciated with the vortices shed from the dimples is provided by ’ ’
ensemble-averaged spectra of longitudinal velocity fluctuations,
which are presented in Figs. 10 and 11 foryR20,000 andTu
=0.033. The data in the first of these figures are givenZftip 0200 5163
=0, Y/D=0.05, andX/D=6.27, which is a location just down- ’ )
stream of the centerline of the central dimple in the seventh row.
This is a location which is affected by the large, primary vortex
pair which is shed from the central portion of each individual 0733 6015
dimple. The spectrum in Fig. 10 provides evidence that the shed-
ding frequency of the primary vortex pair is about 8.0 Hz, which
is consistent with flow visualization results like the ones shown in
Fig. 12 (accounting for the different Reynolds numbers for the 0267 €802

two data sets Here, a time sequence of visualized flow structures
is presented for an illuminated spanwise-normal planeX/dd
=12.14(which is just above the central part of the central dimple
in the 15th row for Rg;=3,700 andlru=0.033. As time proceeds, Fig. 12 Time sequence of flow images visualized in a
the intermittent appearance, emergence, ejection, and disappepdnwise-normal plane located at  X/D=12.14, which is just
ance of the primary vortex pair, and the smaller edge vortex paaBove the central part of the central dimple in the fifteenth row,
(on either sidg are apparent. The primary pair unsteadiness isfer Re ,=3,700, 6/D=0.1, H/D=1, and Tu=0.033

result of periodic shedding, and thus, is associated with relatively

large-scale unsteady, secondary-flow events near the dimpled sur-

face. Figure 10 also shows smaller-amplitude peaks at multipl Smeasurement plane just downstream of the seventh row of

Of.8 Hz, which are due to harmonic oscillations gssomated wi mples, but at a spanwise location which is mostly affected by
primary vortex pair shedding. Local spectra maxima at freque{h-

) . ; vortex pairs which form and develop along dimple spanwise
cies less than 8 Hz are associated with other large-scale unste §¥es A number of local maxima are evident in the plot. The one
secondary flow events near the dimpled surface. ' .

The power spectral density distribution in Fid. 11 is given fogositioned at a frequency of 6.5 Hz is believed to be a result of the
Z/D—Op5 Y/D—pO 05. andx/ Dy—6 27 which i Ig. 't'g di scillations associated with the edge vortex pairs. Harmonic peaks
T =0.U5, an =6.27, which IS also positioned In 5.6 5150 evident, along with another separate primary spectral

peak at a frequency of about 14.0 Hz.

Figures 18a)-13(g) present surveys of time averaged quanti-
ties, which are measured over a spanwise-normal plane located at
X/D=6.27, which is also positioned in a measurement plane just
downstream of the seventh row of dimples. These data are also
given for Rg=20,000 andTu=0.033. These data are presented
for a higher Reynolds number than those used to obtain the flow
visualization data because overall experimental uncertainties are
lower as Reynolds number increases. Note that the bulk flow di-
: : rection is into the plane of the paper of each contour plot, that the
5 f : dimples are located at the bottom of each plot, and that all data are

10° 10' H2) 10° 10° normalized. For the normalizations employ&,is ambient pres-
z . . . —. . .
sure, p, is fluid density, andV is the streamwise flow velocity
Fig. 11 Ensemble-averaged spectrum of longitudinal velocity averaged over the Channel_ Cross sgctlon_.
fluctuations measured at  X/D=6.27, Z/D=0.5, and Y/D=0.05, The surveys of streamwise velocity, (Flg-‘ 13@)), total pres-
just downstream of the downstream edge of dimples in the sev- sure P, (Fig. 13b)), and static pressurB (Fig. 13c)) all show
enth row, for Re ,=20,000, §/D=0.1, H/D=1, and Tu=0.033 relatively small deficits near the dimpled surface at locations
Journal of Turbomachinery APRIL 2005, Vol. 127 | 327
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variations appear to be produced by dimples located in the sixth

© o9 P.2 -0 streamwise row(or the next to last upstream roywwhich is dif-
’ axH ferent from the variations present for dimples witqD=0.2[17].
L 5] \ Another interesting feature of the data in Fig. 13 are the con-
* nections between streamwise vorticity, deficits of total pressure,
041 deficits of streamwise velocity, variations of normal velocity, and
o9 T _ variations normalized Reynolds normal stréSg). 13g)). Figure
Tos ug L u? 13(g) shows one region of high normal stress located very near
> R —— Y V2 the dimpled surface aZ/H from -0.5 to +0.5, which is at the
(9) 0.11 =0 81ﬁ & | same locations as the primarlvortex pair, the large extended up-
’ ZH ' wash region evident in thay/V distribution, and the deficits of
streamwise velocity and total pressure. The augmented normal
Fig. 13 Surveys of different time-averaged quantities mea- stress levels are thus due to increased production of turbulence
sured in a spanwise-normal plane at  X/D=6.27, just down-  kinetic energy, at locations where local shear magnitudes and
stream of the downstream edge of dimples in the seventh row, strain rates are increased. From the results presented in Figs. 12

for 6/D=0.1, H/D=1, Tu=0.033, and Re;=20,000. (a) Normal-  and 13 it is evident that such shear magnitudes, strain rates, local
ized streamwise velocity.  (b) Normalized total pressure.  (¢) Nor- /o ricity magnitudes, and normalized normal stresses all increase

malized static pressure. (d) Normalized normal velocity. (e) o - )
Normalized spanwise velocity.  (f) Normalized streamwise vor- significantly within the extended upwash regionYd$1 decreases

ticity. (g) Normalized Reynolds normal stress. and the dimpled surface is approached.

Effects of Inlet Turbulence Intensity Level on Globally Av-

eraged Nusselt Number Ratios and Friction Factor Ratios.

Globally averaged Nusselt numbers are determined by averaging
where an upwash region is presein the vicinity of Z/H=0) |ocal data over one complete period of dimple geometry. These
above the central part of the central dimple in the seventh romverages are thus conducted in both the spanwise and streamwise
The spanwise and normal velocity component dataandu, in  directions over a rectangular area from the center to center of
Figs. 13d) and 13e), respectively are used to determine the dis-adjacent dimples in the 27th and 29th rows. The baseline Nusselt
tribution of local streamwise vorticitys,, shown in Fig. 18). numbers Ny (used for normalizationare obtained atu=0.033,
Variations of normal and spanwise velocity components in Figand the same Reynolds numbers as the Nusselt numbers measured
13(d) and 13e) are mostly due to secondary flow motions frormon the dimpled surface.
the different vortex pairs which develop in the channel. Notice the Figure 14 presents dimpled channel friction factor ratios and
large positive magnitudes of normal velocity, located near globally averaged dimpled channel Nusselt number ratios, for dif-
Z/H=0, which indicate secondary flow motion away from thderent levels of channel inlet longitudinal turbulence inten3ity
surface in the upwash region. These are positioned just above fifeen a channel with shallow dimples on one channel surface, and
central part of the dimpled surface ¥étH from 0 to 0.4 and at heating on one channel surface, ®MD=0.1,H/D=1, and Rq
Z/H from -0.3 to +0.3. Spanwise velocity magnitudgsre then =17,800-18,300. The friction factor magnitudes a range from
in the positive and negative directions on either side of this e%-28 to 1.57, and thus, the present dimpled surface friction factor
tended upwash region, depending mostly upon location within aratios are less than magnitudes measured in several types of tur-
relative to the upwash region and the primary vortex pair. bulated passages, wheféf, range from 2.5 to 7524]. Figures

Positive and negative regions of vorticity, associated with thE5(a) and 1%b) give globally averaged thermal performance pa-

primary vortex pair, like the ones seen earlier in flow visualizatiorameters for the same channel configuration and experimental
results, are apparent in Fig. (B In the time-averaged flow field, conditions. In all cases, heat transfer coefficients and heat flux
the two vortices in this pair are located on either side of the@agnitudes are based on flat projected areas. In Fig. 14, the Nus-
upwash region located ne@/H=0. Other less-important regionsselt number ratios decrease very slightlyTasncreases, whereas
of positive and negative vorticity are also apparent in Figf)13 friction factor ratios increase significantly s increases. As a
nearby the regions containing the primary vorticity. Separate sigesult, both thermal performance parameters decreasel &%
natures of time-averaged vorticity from the edge-vortex pairs aceeases in Figs. 18) and 15b). The highest values of the two
not readily apparent in this figure. The only vortex signaturgserformance parameters are thus produced at the lowest magni-
which are evident in Fig. 18 are from the nearest row of tudes of channel inlet longitudinal turbulence intendity This is
dimples located just upstream of the measurement plane. Nartially a result of slightly diminished transport capabilities of

328 / Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



120 s or decrease slightly at a particular locationTasincreases from
= 100 = - 0.033 to 0.107. The decreas@shen presentdue to slightly di-
§ ¢ minished transport capabilities of the vortices and secondary flows
= 050 shed by the dimples. This is believed to be partially due to in-
=5 0.60 creased turbulent diffusion of vorticity, and diminished magni-
% 0.40 tudes of vortex secondary flows.
||; 020 Rey=17,800-18,300
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. Nomenclature
=080 D = dimple print diameter
4 Rey=17,800-18,300 Dh = channel hydraulic diameter
|2 040 f = frequency
et f = channel friction factor
0.00 " . T T f, = baseline friction factor measured in a channel
0 003 006 009 012 015 with smooth surfaces and no dimples
Longitudinal turbulenc e intensity H = channel height
Fig. 15 Globally averaged dimpled channel thermal perfor- h = heat transfer. C’?eﬁICIent based on flat projected
mance parameters, for different levels of channel inlet longitu- surface areago /_(_TW_TmX)
dinal turbulence intensity  Tu from a channel with shallow k = thermal conductivity
dimples on one channel surface, and heating on one channel Nu = local Nusselt numbehD;/k
surface, for &/D=0.1, H/D=1, and Re 4=17,800—18,300 Nu, = baseline Nusselt number in a channel with
smooth surfaces and no dimples
p = streamwise spacing of adjacent dimple rows
the vortices and secondary flows shed by the dimfidesause of P = local static pressure
increased turbulent diffusion of vorticityand the increases of P, = local total pressure
local flow shear stress values which are tied to increased flow P, = ambient atmospheric pressure at test section
mixing. inlet
Pr = molecular Prandtl number
Summary and Conclusions PSD = power spectra distribution
Experimental results from a channel with shallow dimples qo” = surface heat flux based on flat projected surface
placed on one wall are given for Reynolds numbers based on area .
channel height from 3,700 to 20,000, levels of longitudinal turbu- Re; = Reynolds number based on channel height,
lence intensity from 3%-11%at the entrance of the channel test HV/v
sectior), and a ratio of air inlet stagnation temperature to surface Repn, = Reynolds number based on channel hydraulic
temperature of approximately 0.94. The ratio of dimple depth to diameter DhV/ v
dimple print diametew/D is 0.1, and the ratio of channel height s = streamwise spacing of every other dimple row
to dimple print diameteH/D is 1. t = time
Spectra of longitudinal velocity fluctuations, measured at a t . . .=
Reynolds number of 20,000, show a primary vortex shedding fre- = non-dimensional timetV/H
quency of 8.0 Hz and a dimple edge vortex pair oscillation fre- T = temperature _ . .
quency of approximately 6.5 Hz. These frequencies are consistent Tu = longitudinal turbulence intensity at inlet of
with variations observed in time-sequences of instantaneous flow channel test sectioriy’2)*/2/V
visualization images. Other time-averaged, local flow structural u = local streamwise instantaneous velocity
characteristics show some qualitative similarity to characteristics u, = local time-averaged streamwise component of
measured with deeper dimplé&/D of 0.2 and 0.3 with smaller velocity
quantitative changes from the dimples & decreases. For all uy = local time-averaged normal component of
three 6/D values, one relatively large vortex pair is periodically velocity
shed from the central part of each dimple, and two smaller vortex u, = local time-averaged spanwise component of
pairs oscillate periodically near the two spanwise edges of each velocity
dimple. Local Nusselt number ratio data f6fD=0.1 also show V = streamwise bulk velocity averaged over the
qualitative similarity to characteristics measured with deeper channel cross-section
dimples(but with smaller quantitative variationsThis is because X = streamwise coordinate measured from test sec-
the highest local values are present within the downstream por- tion inlet
tions of dimples, as V\_/ell as near dimple spanwise and downstream Y = normal coordinate measured from test surface
edges for both situations. . . dimple horizon
Local Nusselt number ratios generally show slight decreases as Z = spanwise coordinate measured from test section

Tu increases within the downstream portions of the dimples, and
on the flat surfaces just downstream of the dimples, but in most

cases, variations with increasifig are relatively small. In each Greek Symbols

case, local and spatially averaged Nusselt number ratios are thus
either approximately constant @gincreases from 0.033 to 0.107,
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center-line

v = kinematic viscosity
6 = dimple depth
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| Three-Dimensional Separations
Semiu A. Gbadeho . .
mesean - j) AXi@l Gompressors

University of Cambridge,

Madingley Road,
Cambridge CB3 0DY, UK Flow separations in the corner regions of blade passages are common. The separations
are three dimensional and have quite different properties from the two-dimensional sepa-
Nicholas A. Cumpsty rations that are considered in elementary courses of fluid mechanics. In particular, the
Rolls-Royce Plc, consequences for the flow may be less severe than the two-dimensional separation. This
Derby, UK paper describes the nature of three-dimensional (3D) separation and addresses the way in
which topological rules, based on a linear treatment of the Navier-Stokes equations, can
Tom P. Hynes predict properties of the limiting streamlines, including the singularities which form. The
Whittle Laboratory, paper shows measurements of the flow field in a linear cascade of compressor blades and
University of Cambridge, compares these to the results of 3D computational fluid dynamics (CFD). For corners
Madingley Road, without tip clearance, the presence of three-dimensional separation appears to be univer-
Cambridge CB3 0DY, UK sal, and the challenge for the designer is to limit the loss and blockage produced. The
CFD appears capable of predicting this.
[DOI: 10.1115/1.1811093
Introduction Description of 3D Separations

Regions of three-dimensionéD) separations have been iden- There is clear evidence that separations in three-dimensional
tified as an inherent flow feature of the corner formed by th#éows do not behave in the simple way that is associated with
suction surface and endwall of axial compressors. Also referredtiose in two-dimensiona(2D) or axisymmetric cases, where
as corner separations, these separations contribute greatly to gggaration from the surface is identified at the point where the
sage blockage, which effectively places a limit on the loading arfear stress vanishes and by the inception of reversed flow. Three-
static pressure rise achievable by the compressor. In addition, fii@ensional separation can occur with no reverse flow and non-
subsequent mixing of the flow in the separated region with t@ro friction[10]. As also pointed out by Dery [11], there are a
main passage flow may lead to a considerable total pressure [§4de variety of flows where the phenomenon of 3D separation
and a consequent reduction in compressor efficiency. A numberdPears nearly independent of Reynolds nuntBey, which is in
studies have discussed the importance of three-dimensional flow& K contrast to two-dimensional separations. Three-dimensional
in axial compressors and pumps where 3D separations w Feoarated flows observed over delta wings, downstream of the

clearly evident on the suction surface and/or endwall corner fse O.f a m|SS|!e, n frpnt O.f blunt obstacles, and over bodies of
. revolution are virtually identical to those observed over the same
both stator as well as rotor blades. Among these are Dring et

. jects in small water tunnels of relatively low velocity. Typical
[1], Joslyn and Dring2], Dong et al[3], McDougall[4], Schultz . o
etal [5], Zierke and Strakg6], Place [7], Bolger [8] and examples are the water tunnel visualizations by WgtRe-15.

N While the velocity is zero at the surface itself, it is not so at
Friedrichs et al[9]. ) oints only a small heightt above the surface. “Surface stream-

Although the deleterious consequences of 3D separations h‘ﬁ)ﬁ%s” are the streamlines or direction of fluid particles infinitesi-
been identified by these and other authors, effective managemepfily close to the surfacg.e., ash tends to zerp These also lie

and control of these effects has been very difficult to achieve. TRjgry closely along the surface shear stress or skin-friction lines
is perhaps primarily because the nature and characteristics of gk can be express¢ti0] as

separations in turbomachines are not clearly understood, nor are
the mechanisms and factors that influence their growth and ulti-
mate size. dy . v ( (911/(92) B ( Ty)
ifficulty i i s wi i ax Mo = == ()
Part of the difficulty in coming to grips with the flow in 3D dx u \auldz), . \7/,_,
separated regions concerns the apparent complexity of the flow, as
gemonaled by S o weualzalon tecinitues Becayflre is nomal 1o the surface, arlands ae te compor.
) . P gﬁts of the velocity along the tangentiat @ndy) directions,
tained, they remain, by far, the most comprehensive body of avar‘é'spectively.
able data and a tempting tool of choice for exploring this problem. the hehavior of flow over a surface associated with separation
Figure 1 shows experimental and computed surface streamlineg,ifja|ly results in a pattern of lines emanating from critical points
the separated region of the hub/endwall region for a cascade\@ere the shear stress vectors, @nd 7,) are identically zero.
modern prescribed velocity distributi¢RVD) stators near its de- various authorgnotably Legendré16—18, Lighthill [19], Perry
sign incidence. As we shall show later in this paper, this is @nd Fairlie[20], Tobak and Peaki1], Perry and Chon{22] and
relatively simple case—as incidence is increased for this cascapigimann[23], have built on and applied the ideas of Poincare
and the separation grows in size, the complexity of these pattefRg] on singular points of differential equations to the Navier-
will increase considerably. One of the aims of this paper is ®tokes and continuity equations in the vicinity of critical points.
discuss how these patterns are constrained by various gen@&etause of the close proximity to the surface, velocity vectors can
theorems of topology. be approximated as a linear function of space coordinates with
constant coefficientéwhich are function of time in case of un-
Contributed by the International Gas Turbine Institd@TI) of THE AMERICAN  Steady flows In a plane that corresponds to the surface, the co-
%EEEJ'\YAA%Z'I\QECRCANLC;LEFNGr?SEeiT:;OfaF;U?gzﬁti&fgeirf:];*:i% r':\aSIMg aOSURT’\l‘J/?kL)"?g . efficients usually form a 2 2 Jacobian matrix. Critical points can
Aeroengine Congress and thibition, Vienna, Austria, June 13—17, 2004, Paperrﬁc? classified by the pattern of surface streamlines observed in their
2004-GT-53617. Manuscript received by IGTI, October 1, 2003; final revision/ICiNity, which are determined by the trace)(and determinant
March 1, 2004. IGTI Review Chair: A. J. Strazisar. (gq) of the matrix. These can be written as
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They further show that a pattern having streamlines that join two
saddle points is topologically unstable, as are coincident critical
points unless they occur at sharp corners between surfaces.

Following Hunt et al.[25] the above definitions can be inter-
preted in terms of separations and attachments. The two critical
lines of a saddle point act as separation and attachment lines,
respectively; the adjacent limiting streamlines converging along
the former and diverging away from the latter. A nodal point is a
separation point where all the limiting streamlines converge to it,
and it is a point of attachment where the limiting streamlines issue
from it. A focus of separation is observed where the adjacent
streamlines spiral into it, while it is a focus of attachment, where
the limiting streamlines around it spiral outward.

Critical points obey certain rules that are directly related to the
topological class of object on which they exist. The most impor-
tant of these, Fleg@26], also known as théndex rule places a
condition on the number of each type of critical point that can

e
e

Fig. 1 Suction surface flow pattern and the numerical limiting occur on surfaces of a given type. If all regular nodes, foci, and
streamlines for cascade 2, /=0.0 deg (S=Saddle; N=Node;  degenerate critical points, such as centers and star riselesig.
F=Focus) 2), are counted as nodes and each is assigned an index of 1, while

a saddle point is assigned an index-ol, then

Eindices=ZN —ES 4)
ou  Jdv

P=ox * ay 2) whereN andS are the number of nodes and saddles, respectively.
Then it follows that

Jdu dv  Jdu dv
Q= =~ = ®3) > indices=2-2g (5)

i . : ere the genug is a property of the topological class of the
gsgg;&@g Ig;eI;Z“%zrc:%in;ipsoggmhﬁ IC:?; ,2|n theory, occur, sé}face. It can be show27] that a single blade passage with no
Tobak and Peakf21] and Perry and Chonf22] have shown UP 98ps hag=1, while a passage involving a tip gap fg:s 0

that all critical points that occur on the axes of Fig.(\&hich such that the index rule gives

includes 2D separatiop®r on the parabola shown, atepologi- )
cally unstable They argue that slight changes to conditions or >N ->,S=0 (no tip gap (6)
geometry will result in their disappearance or evolution into one
of the remaining stable types. The stable critical points are:

ning yp Heal pol SN -Ss=2 (with tip gap @)

» Saddle point: a point through which two particul@ritical)
lines pass, each acting as barriers in the field of limiting There have been a number of postulates about which arrange-

streamlines or skin-friction lines, making one set of streamments and appearance of critical points will be associated with

lines inaccessible to the adjacent set separation lines. Eichelbrenner and Oud&8] suggest that a
* Regular node: a point common to an infinite number of limseparation line be considered as an “envelope” of the limiting
iting streamlines streamlines on the surface. MaskglB] also hypothesized that it

« Spiral node or focus: a point around which an infinite numbes possible to have a vortex layer or “vortex sheet” separation,
of limiting streamlines spiral, which, for example, can denote/hich involves ordinary nonsingular points. In the study of 3D
a vortex lifting off the surface. separations described here for blade passages with no tip gap, the
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separation lines encountered have been largely those of the typele 1 Cascades geometry and inlet boundary layer
described by Lighthil[19]. The separation line is itself a surfaceparameters

streamline to which other surface streamlines are asymptotes
rather than being an envelope to which they join tangentially.
Lighthill was also of the opinion that a separation line must origi- Cascadel Cascade2
nate and terminate at critical points and that it will trace a smooth

Geometric parameters

. Profile NACA-65 PVD
curve on the wall, which forms the base of a stream surface whase
streamlines have all entered the fluid through a saddle point. The  Chord(m) 0.3 0.1515
term “streamline” is used here to refer to the computed patterns ﬁ;‘é 10;165 01-93226
and the oil traces. “Streakline” is more generally accurate, but for 0.05 01
steady flow, these are equivalent and the more familiar term is 45.0 deg 41.0 deg
used. Camber angle 45.5 deg 42.0 deg
Stagger angle 22.25 deg 15.0 deg
Sizing of 3D Separations in Axial Turbomachines Aerodynamic parameters
The region of 3D separation is usually bounded on the suction  Incidence 0.0 deg 0.0 deg
surface and the endwalls by their respective separation lines.  Re(inley 4.8x10° 2.3x10°
Hence, the spread of the region on the suction surface can be 2D DF 0.47 0.49
o . . - de Haller No. 0.75 0.8
quantified in terms of the spanwise extent of the separation line
from the endwall(expressed nondimensionally as a fraction of Inlet boundary layer parameters
chord and the origin of the separation lines near the suction sur- 5 (mm) 1.5 523
face endwall cornefalso expressed as a fraction of chord from 5 (mm) 1.497 0.507
the leading edge These are relatively easy to assess from the 6 (mm) 1.21 0.29
pattern of surface streamlines from either experimental or numeri-  H 124 1.75

cal flow visualization. More problematical is to quantify how
thick the separated layer is, as measured from the suction surface,

at the trailing edge. As suggested by Gbadgbd, the thickness

of the 3D separated layer can simply be denoted using the concéﬁﬂce, experimental results for only zero incidence are presented.
of relative displacement thickness. At any radial location, the relafhe inlet flow Reynolds number based on chord for cascade 1 is
tive displacement thickness is defined as the displacement thigeout twice that for cascade 2. The inlet Mach number for both
ness minus the midspan displacement thickness. Since flow usascades was approximately 0.07, and their inlet free stream tur-
ally does not separate at the midspan, except during compltdence intensity measured with a single hotwire probe was found
blade stall, the net or relative displacement thickness at thd§ebe about 1.5% rms. Surface mounted tufts were used for flow
radial locations away from midspan toward the endwall will b&isualization on cascade 1, while oil and dye flow visualization
equivalent to the contribution from the separated boundary lay®as utilized for cascade 2.

Thus the average thickness of the separated layer between, say thownstream area traverses for both cascades were carried out

hub and midspan, normalized by the blade chord, can be givenaisabout 50% axial chord from the trailing edge. A Kiel probe,
positioned in the nominal flow directiofexial), was used for

E r"“d[ 5*(r)— &% dr cascade 1 so that only total pressure loss was measured. The area
R -_ midspar} traverse for pascade 2 was performed using a three-h_ole probe; the
Sa= (8) uncertainty in the yaw angle measurement was estimated to be
¢ +0.6 deg, uncertainty of total pressure wad.0% of dynamic
where displacement thickness is given as head, and the uncertainty in the measurement of the dynamic head
5 was calculated to be:2.5%. A hot-wire area traverse was used to
5*(r)= J 1— pu(r,s) ds () Measure the radial variation of the relative displacement thickness
0 PisVis at the trailing edge for cascade 2 and used for comparison with

) ) . CFD predictions. The comparison is qualitative in the sense that,
There is usually no defined edge of the suction surface bound@iyen though the hot-wire was positioned normal to the nominal
layer until about 5% span from the endwall because of the cogyxial) direction, it is unable to distinguish reverse flow in the

pling between the suction surface and endwall boundary layergdparated region. Nevertheless, the profile is believed to be ad-
the corner. Where the free stream velodity is not well defined, equate for comparison purposes.

it can be approximated by the local midpitch velocity.
For the compressor cascades used in this study, the nomi@ﬁmputational Procedure
flow direction at the trailing edge is axial. It is, therefore, conve- ) . .
nient to use the axial velocity for the above expressions. This wjl] The code employed is MULTIP, a fully three-dimensional
also give a realistic estimate of the layer’s thickness because fgynolds-Averaged Navier-Stokes solver of Den{&@t]. The
verse flow(negative axial velocitiés which is always a charac- code uses a scheme that is second-order accurate in space and

teristic feature of the separated region, will be accounted for. SOlutions can be obtained for flows from very low Mach number
of about 0.1 to supersonic flows. The calculations were carried out

- . using a control volume formulation on an “H”-type mesh. Shear
Cascade Facilites and Experimental Procedure stress is modeled using a thin-shear approximation to the Navier-
An experimental investigation was carried out on two sets &tokes equation, and an eddy viscosity mixing length is used for
low-speed compressor cascades. The first, referred to as casd¢admilence modeling. The experimentally measured inlet profiles
1, consists of five blades with a standard NACAG5 thickness dief stagnation pressure and absolute flow angles were used to de-
tribution on a circular arc camber line. The second cascade, fie the inlet conditions, while the measured inlet and exit static
ferred to as cascade 2, consists of five modern prescribed velogitgssures were used as a guide for fixing the pressure ratio.
distribution (PVD) blades. On this was more detailed measure- Initial grid sensitivity tests showed that the grid size in the
ment, and analysis was performed. The geometric, flow, and ingganwise direction has the most influence on the solution, particu-
boundary layer integral parameters for both cascades are sumiady the separated pattern of the limiting streamlines. Since sepa-
rized in Table 1. Cascade 1 was operated only at zero incidencaed flows are usually characterized by free shear layers as well
Although cascade 2 was operated-af.0 deg and 0.0 deg inci- as strong viscous effects, a highly refined mesh right from the
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Fig. 3 Suction surface flow pattern and the numerical limiting
streamlines for cascade 1, i=0.0 deg

adjoining surfaces of the suction surface and/or endwall corner
toward the free stream was found necessary to achieve a realistic <
prediction of the size of the separated region. About 11 grid points | &sa=x
were used to resolve the boundary layer on the blade surfaces ,\}\ 3
while 17 grid points were used for the boundary layer on the ,L‘\ﬁ\\
Endwall. Together these were found adequate to resolve the three- \\ \\\‘\
dimensional boundary layer along the corner. This level of grid &X\\Q\ 2 o 4
refinement ensures the adequacy of the thin shear layer approxi- Suction surface separation line
mation for viscosity in the code, which assumes the first grid point

from the surface to be at " of 11.0. The grid points in the Fig. 4 Endwall oil-streak pattern and the numerical limiting
pitchwise, streamwise and spanwise directions werex ¥gp Streamlines for cascade 2, i=0.0 deg (S=Saddle; N=Node;
X 99. The solutions converged smoothly to an average residdar 7ocus)

error in the midspan meridional velocity of between 0.02 to

0.08%, depending on the magnitude of separations, at an average

of about 14,000 time steps. excellent agreement between experiment and computation. The
suction surface separation line originates at about 37% chord from
Results and Discussion the leading edge at the suction surface/endwall corner and termi-

nates at the trailing edge at a distance also equivalent to about
Suction Surface Limiting Streamline Pattern. Tuft visual-  60% of chord length from the endwall. On the suction surface of
ization on the suction surface and the computed streamlines {ae airfoil, at about 20% chord from the leading edge, the forma-
cascade 1 are shown in Fig. 3. The agreement can be seen t@i&¢of a separation bubble, as a result of laminar-turbulent bound-
good. A separation linémarked by convergence of neighboringary layer transition, is clearly visible. This is captured numeri-
streamlinescan be seen originating at about 35% chord from theally, following the specification in the calculation of the
leading edge at the endwall. It stretches diagonally and winds inf@nsition location where it is indicated by the measured suction-
a focus (vortex). The same line passes through a saddle poisirface static pressure.
adjacent to the focus and extends to a distance along the span
equal to about 60% of chord length from the endwall at the trail- Critical Points in the Surface Flow Pattern and Application
ing edge. of the Index Rule. Using cascade 2 as an example, the endwall
For cascade 2, the oil-streak pattern of the separated regionainstreak lines and the numerical streamlines shown in Fig. 4 can
the suction surface and the corresponding numerical limitinge seen to reveal the leading-edge saddle point of separation and
streamlines are presented in Fig. 1. Once again these figures sliogv corresponding nodal point of attachment labeldd,§;).
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Also observable on the endwall corner is the point at which the
suction side leg of the dividing streamlittehich forms the base
of the horse-shoe vort@interacts with the suction surface. This Focus
can be seen to be the common point from which the suction sur- S
face and the endwall separation lines originate. Close inspection \\
of the endwall/suction surface corner of Fig. 4 suggests that this <=
point takes the form of a multiplénode-saddlecritical point[a ‘e
node (N,) on the endwall and a saddle poir§;] on the suction
surfacd. As mentioned earlier, a multiple node-saddle critical
point like this is topologically unstable unless it remains in the
corner between surfaces. On the endwall, the nodal point arm of
the critical point links up with the trailing-edge saddle point to
form a pair (N,,S,). On the suction surface, the saddle point arm
pairs up with the nodal point of attachment at the trailing edge
corner, i.e., §3,N3). On the endwall, at the trailing-edge corner,
is a less obvious pair of saddle and focal points of attachment
(S4,F,). Lastly, a saddle-focus pailS{,Fs) can be seen on the
suction surface at a distance of about 55% chord from the endwall
at the trailing edge. The nodal point of attachmigtis the origin
of the attachment line, which acts as one of the critical lines of
saddle pointS;.

By applying the topological rulgrecall that foci count as Fig.-5 Streamlines in the outer separated region of cascade 1,
nodes, it can be seen that an equal number of nodes and saddig$-0 deg (here s=streamline number )
exist within the blade passage. In other words,

Overturned
boundary layer
(secondary flows)

Endwall

E N —ES =5-5=0 (10) nodal pointN, and terminates downstream via saddle p@pt
The suction-surface separation line also originates at the corner
This conforms with the finding of Gbadelpa7] (Eq. (6)) that the saddle poin§S; and extends to the trailing edge, near the midspan,
flow in the single-blade passage is topologically equivalent to thahere it terminates, but without encountering any critical point.
on the surface of a single torus. However, the separation line on the suction surface of cascade 1

. . . . also emanates from a critical point, as shown in Gbad2Bp but
Formation of 3D Separations. Following the observation of P deap

! » X . ; o as Fig. 3 shows, it embraces the focal point of separdtieny a
the formation of critical points in Fig. 4, it is clear that the, 9 P paraien

h i . b spiral nod¢ and then continues its journey to the trailing edge via
leading-edge horseshoe vortex and its associated dividing streqﬁé- saddlg point J y gedg

lines that emanate from the leading-edge stagnatsaddie
point, and which form the base of the vortex system, play a majorFlow Structure in the Outer Separated Region. The limit-
role in the mechanism of 3D separation. The suction-side leg iofg streamlines described above are more or less the footprint of a
the horseshoe vortex experiences the combined effect of t@mplex fluid motion in the outer field within the 3D separated
streamwise and circumferential pressure gradients. Since it origégion. The strong agreement between the experimentally ob-
nates from a zero wall-shear-stress point, its shear-stress relatseeved surface flow patterns and calculated streamlines, therefore,
to those of the other skin-friction lines presumably will be at aromotes confidence for further numerical visualization to be car-
minimum level. The influence of the adverse streamwise pressuied out in order to understand the flow structure in the separated
gradient on this dividing streamline makes its shear stress agadgion away from the surfaces.
drop to zero on a critical point that forms when it reaches the Some streamlines in the outer separated region are plotted for
suction surface and/or endwall corner. The node-saddle criticalscade 1 in Fig. 5. This shows the endwall boundary layer, which
point (N, andS;3), which occurs as a node on the endwall and asirns more sharply toward the suction surface and interacts with
a saddle point on the suction surface, marks the origin of 3ibe suction surface boundary layer in the separated region. The
separation and is characterized by the emergence of separafigare also illustrates how the flow lifts off via the focus on the
lines on both the suction surface and the endwall. suction surface, which forms the base of a 3D focus of separation.
Just downstream of the nodal point arid,] on the endwall, Downstream running streamlines from within the suction surface
the limiting streamlines along the corner can, with close inspebeundary layer, such as streamliresands,, as labeled in the
tion, be seen reversing direction as they approach the suction digure, can also be seen to lift off into the main flow after encoun-
face, presumably because of high static pressure that is buildieging the saddle point on the surface.
up along the corner. The limiting streamlines then converge alonglt should be pointed out that the calculations are steady, so any
the separation line, which appears as an envelope of the limitingsteady effect on the flow field is suppressed. In this respect,
streamlines. This can also be observed in the endwall oil-streilere is no guarantee that the flow pattern calculated represents
pattern in Fig. 4. Because this node-saddle critical point occurseither the time-mean or the instantaneous flow actually occurring.
a saddle point on the suction-surface part of the corner, theAs shown in Fig. 6, it is evident that the 3D separated region in
suction-surface separation line appears to form an asymptotecascade 2 is also filled with fluid from both the separated suction
the neighboring streamlines, limiting streamlines near the saddlerface boundary layer and the endwall boundary layer. Separa-
point. This can be seen in the oil-flow pattern and numericéibn from the suction surface occurs when the endwall boundary
streamlines of Fig. 1, as well as Fig. 4. The trailing-edge saddiyer streamlines, which are driven toward the suction surface by
point S,, on the endwall, acts as a divide between the limitinthe circumferential pressure gradient, reverse direction because of
streamlines undergoing flow revergdainder greater influence of the adverse streamwise pressure gradient and then encounter the
the adverse pressure gradienh the suction-surface corner andstreamlines on the suction-surface boundary layer coming from
those proceeding normally downstream. upstream. This process can be seen to cause the interaction and
The above observation appears to agree with LightHill'8] convergence of streamlines, suchsggndsy, which then lift off
criterion for the occurrence of 3D separation, which implies thatthe surface along the separation line. As shown in the figure, some
separation line should originate and terminate at critical pointsf the overturned endwall boundary layer streamlines impinge on
From Fig. 4, the separation line on the endwall originates from tlikee suction surface along the trailing-edge attachment line, and the
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Fig. 8 Comparison of measured and calculated contours of
exit total pressure loss for cascade 2, i=0.0 deg

Fig. 6 Streamlines in the outer separated region of cascade 2,
i=0.0 deg (here s=streamline number )
predicted maximum loss at the core are respectively 60% and 65%
) of inlet dynamic head and the loss core for both is centered around
weaker ones can even be seen meeting the surface and reversig chord from the endwall and about 17% chord from the suc-
direction well before the trailing edge because of the combing@n surface. Figure 9 shows, for example, measured and predicted
effects of the streamwise and circumferential pressure gradiendgrface static pressure distribution at 10% span from the endwall,
Parti(?ularly n_Oticee_lble are the Streamlines, which roll into aVOrt%h”e the measured Spanwise prof”es of pitchwise averaged exit
after interacting with the suction surface. flow angles are compared with the CFD in Fig. 10. Both figures
Thickness of the 3D Separated Layer. The hot-wire mea- Ca”.b¢ seen to S.hOW gqod agreement, which is gttriputable to the
surement and the numerical computation of the spanwise variati§Gistically predicted size of 3D separated region in the blade
of relative displacement thicknesise., the extra thickness of the PaSSage.
separated layer over the midspan valaé the trailing edge of
cascade 2 are compared in Fig. 7. The average thickness of the

separated layer&y) from the measurement is about 4% chord

while the CFD predicts it to be about 6% chord. As remarked 081 10.0% span
before, this difference is thought to be because the hot wire is 0B 4
unable to detect the reverse flow associated with the separated Ot 4 4
region, hence, under estimating the thickness. However, 0.2 1
both curves show similar trends and reasonably good qualitative 0 > i ‘ !
agreement. 8‘ -0.2 4 i 2 0.6 0.8 1
0.4
Cascade Performance. The surprisingly good agreement be- 06 XPeH

tween the measured and predicted surface flow patterns for both
cascades is matched by the measured and calculated total pressur:
loss contours. As shown in Fig. 8 for cascade 2, the measured and

: —— calculation
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¢ measurement

Fig. 9 Comparison of measured and calculated surface static
0.3 pressure distribution for cascade 2, i=0.0 deg
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Fig. 7 Comparison of measured and calculated relative dis-

placement thickness at the trailing edge of cascade 2, i=0.0 Fig. 10 Spanwise profile of pitchwise averaged exit flow
deg angles for cascade 2, i=0.0 deg
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Fig. 11 Influence of incidence on the topology of separated surface flow pattern on cascade 2 (S=Saddle; N=Node;
F=Focus)

Influence of Incidence on the Topological Structure and Size pair (Sg,Fg) on the suction surface, which lies at a distance of
of 3D Separation. Figure 11 compares the suction surface andbout 27% chord from the endwall and 70% chord from the lead-
endwall limiting streamline patterns computed for incidence dhg edge. By just increasing the incidence+@.0 deg, the 3D
—7.0, 0.0,+2.0, and+3.0 deg. As might be expected, an in-separated region grows very rapidly such that three additional
crease in the chordwise extent of the separated region from thers of critical points emerge as shown in the figure. The topo-
leading-edge and the spanwise extent from the endwall is evidéogical rule (of equal number of nodes and saddlssagain con-
with increased incidence. Close inspection of the predicted stirmed. At this +3.0 deg incidence, the endwall separation line
face singularities shows that apart from the four critical poirtan be seen to wrap into focls, via saddle pointSy. Close
pairs, similar to pairs$;,N;) to (S;,F4) enumerated in Fig. 4, inspection of saddle-nodeS§,Ng) shows that the two critical
no apparent critical point occurs on the suction surface within thp®ints occur at the same point on the endwall corner—a saddle
blade passage at 7.0 deg incidence. Although the flow patterngoint on the suction surface arm of the corngg)(and node Kg)
at other negative incidences are not shown, the [®&ijrKs) atthe on the endwall. This, similar to multiple node-saddle point
trailing edge does not appear until zero incidence. The increasg i, ,S;), from where the separation lines originate, is topologi-
incidence to+ 2.0 deg leads to the emergence of the saddle-focaally unstable unless it remains on the corner. It may, for example,
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Navier-Stokes codes fairly easily and with surprising accuracy. In
particular the complex patterns of the limiting surface streamlines
are well predicted because, in the limit as a wall is approached,
the shape of these streamlines is the result of equilibrium between
pressure stresses and laminar viscous stresses at the wall.

» The pattern of surface streamlines is constrained by topologi-
cal rules governing the singular points, both for the type of sin-
gularity and the number. The experimental surface streamlines, as
well as the computed surface streamlines, are compatible with
these rules.

It was found that as the incidence onto the blade was in-
creased, the number of singular points increased and there was a
good correlation for the cascade examined between the number of
singularities and the thickness of the separated region. It is rea-
sonable to assume that changing the blade design to give more
turning and larger pressure rise, but keeping zero incidence, will

incidence (deg.) also increase the number of critical points as well as blockage. For
well-designed blade rows, the 3D separation may sometimes be
Fig. 12 Influence of incidence on the predicted number of small enough to ignore or overlook.
nodes within half of the blade passage and average thickness « The engineering requirement for corner separation analysis is
of 3D separated layer at the trailing edge of cascade 2 primarily to predict the blockage, which requires the size or thick-
ness of the separated flow to be found. With a realistic prediction
of the size of 3D separation, the influence of any design change on
bifurcate into a full saddle and a node on the endwall with fUrthQﬁe size of the separation and resulting blockage can be assessed
increase in incidence. The presence of the nddg (causes the \ith increased confidence.
endwall separation line to be pushed away from the suction sur- The size of the separated region normal to the surface is
face, indicating more thickening of the separated layer close to thglieved to be sensitive to the turbulent entrainment processes at
endwall. Taking a closer look at the suction surface, the majRe outer edge of the layer. Because of the limitations in turbu-
separation line can be seen to have advanced to midspan at|#ige modeling in turbomachinery, it must be recognized that
trailing edge, where it merges with the separation line growingeynolds-Averaged Navier-Stokes methods will be found to be
from the other endwall. This marks the limit of the spanwisgypject to error in determining the effective thickness and block-
spread of 3D separation from the endwall at the trailing edge agge of the 3D separation, even though the surface patterns are well
any increase in incidence beyord3.0 deg, for this cascade canpredicted.
only increase its perpendicular thickness from the suction surface. The conclusions here are drawn from experiments and com-

The influence of incidence on the predicted average thicknggstations for compressor blades. Surface flow visualization on
of 3D separation from the suction surface at the trailing edge tigrbine blade rows shows complex three-dimensional patterns
shown in Fig. 12. Also plotted in the figure is the total number afjith evidence of similar singularities and separations. Because of
nodes that formed within the half passage at each incidence test@d. |arger turning in turbine blades, the streamline patterns on the
In the range of incidence betweer7.0 deg and zero, the increasep|ade surfaces show even greater divergence from the normally
in the thickness is fairly modest. There is also no increase in thgsumed 2D flow pattern. Most emphatically, this paper does not
number of critical points until around zero incidence. From Zer@”port to be the last word on the topic of three-dimensional flow
to positive incidence, the rapid increase in the spread of separatfggtures in compressor blade passages, but rather an early step in

is accompanied by the emergence of more critical points on thging to understand more completely the processes that are taking
suction surface and the endwall, as shown in Fig. 11, and is fgace.

flected in the rapid rise in the average separation thickness.
As a conjecture, which it was not possible to confirm, the in-
crease in blockage is not smooth and continuous with increaseifknowledgments
incidence(as implied by the line through the pointdut possibly  This work was supported by Rolls-Royce Plc, the Applied Re-
a series of steps that correspond to an increase in the numbeg@irch Program of the Ministry of Defense, the Department of

—&— Average separation n
thickness

®m  Number of nodes

d*err (% chord)

Number of nodes

|
f
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nodes. Trade and Industry Aeronautic Research Program, and QinetiQ
) Ltd. The authors are very grateful for this and for their permission
Conclusions to publish. The authors would also like to thank Prof. J. D. Denton

for the use of his CFD code. The opinions expressed here are

those of the authors and not necessarily those of Rolls-Royce plc
 For a blade joining an endwall with no clearance, the presr any other organization.

ence of corner separations appears to be universal. The assessment

of a design as aerodynamipally good or bad hinges on the .thicfﬁ'omenclature

ness of the separated region measured normal to the solid sur-

faces; in other words, on the blockage of the flow area. A = area
* The corner separations are three-dimensional, and the condi- € chord

tions for their formation are quite different from the more familiar C, = pressure coefficient

separations in two dimensions. Whereas the formation of separa- F = focus

tion in two dimensions is easily explained and understalodugh g = genus(see Eq.(5))

it may be difficult to predict accurately for turbulent boundary  h = blade heightspan, height from surface

layers, the formation of three-dimensional separation is not easily H = shape factor 5*/6

The following conclusions can be drawn from this study:

explained or described. The rules associated with the size and i = incidence
growth of 3D separations are not those applicable to 2D boundary LE = leading edge
layers and 2D separation. N = node

e Although 3D separations are formed by complicated pro- P = pressure
cesses, they may be predicted with current 3D Reynolds-Averaged PS = pressure surface/side
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r = radius, radial distance
Re = Reynolds number
rms = root mean square
pitchwise distance
saddle point
suction surface/side
blade thickness
trailing edge
= velocity in x-direction
friction velocity 7, 7p
velocity in y-direction
axial distance
distance perpendicular to x in the same plane
wall function (zu*/v)
total pressure loss coefficient
distance perpendicular to the surface

Greek Symbols

%mm
([T

—
*COMm o~
I

< <
N'c-< < X <
T B B

= absolute flow angle
blade (meta) angle
boundary layer thickness
displacement thickness
momentum thickness
density

kinematic viscosity

7w = wall shear stress

<O m%%mQ
I

> = summation
Subscripts

mid = midheight
e, eff = effective
fs = free stream

h = hub
s = static
1 = inlet
2 = exit
References

[1] Dring, R. P., Joslyn, H. D., and Hardin, L. W., 1982, “An Investigation of
Compressor Rotor Aerodynamics,” ASME J. Turbomadi94(1), pp. 84—96.
[2] Joslyn, D. H., and Dring, R. P., 1985, “Axial Compressor Stator Aerodynam-

ics,” ASME J. Heat Transferl07, pp. 485-493.

[3] Dong, Y., Gallimore, S. J., and Hodson, H. P., 1987, “Three-Dimensional

Steady Flow Field and Comparison with Steady State Data,” ASME J.
Turbomach.112(4), pp. 669-678.

[6] Zierke, W. C., and Straka, W. A., 1996, “Flow Visualization and the Three-
Dimensional Flow in an Axial Flow Pump,” J. Propulsion Pow#&g(2), pp.
250-259.

[7] Place, J. M. M., 1997, “Three-Dimensional Flow in Axial Compressors,” PhD
thesis, University of Cambridge, UK.

[8] Bolger, J. J. 1999, “Three-Dimensional Design of Compressor Blading,” PhD
thesis, University of Cambridge, UK.

[9] Friedrichs, J., Baumgarten, S., Kosyna, G., and Stark, U., 2000, “Effect of
Stator Design on Stato Boundary Layer Flow in a Highly Loaded Single-Stage
Axial Flow Low-Speed Compressor,” ASME Paper 2000-GT-616.

[10] Chang, P. K., 1970Separation of FlowPergamon Press, New York, Interdis-
ciplinary and Advanced Topics in Science and Engineering, Vol. 3.

[11] Delery, J. M., 2001, “Robert Legendre and Henry Werle: Toward the Elucida-
tion of Three-Dimensional Separation,” Annu. Rev. Fluid Me&8, pp. 129—
154.

[12] WerleH., 1974,Le Tunnel Hydrodynamique au Service de la Recherche-Ae
spatiale ONERA Publ.156, p. 23.

[13] Werle H., 1982, “Flow Visualization Techniques for the Study of High Inci-
dence Aerodynamics,” AGARD-VK] Lect. Ser., pp. 121-124.

[14] Werle H., 1983, “Visualisation des &ulements Tourbillonnaires Tridimen-
sionnels,” AGARD-FDP Conf. Aerodynamics of Vortical Type Flows in
Three-Dimensions, Rotterdam, April 25-27, p. 25.

[15] Werle H., 1986, “Possibilits D'essai Offertes par les Tunnels Hydrody-
namiques &/isualisation de I'Onera Dans les Domaineséweautiques et Na-
vals,” AGARD-CP 413, p. 26.

[16] Legendre, R., 1956, “Separation de I'Ecoulement Laminaire Tridimension-
nel,” Recherche Aeronautique4, pp. 3-9. |

[17] Legendre, R., 1965, “Lignes de Courant d’'undtilement Continu,” La Rech.
Aerosp.,105, pp. 3-9.

[18] Legendre, R., 1966, “Vortex Sheet Rolling up Along Leading Edges of Delta
Wings,” Prog. Aerosp. Sci.7, pp. 7-33.

[19] Lighthill, M. J., 1963, “Attachment and Separation in Three-Dimensional
Flows,” Laminar Boundary LayersL. Rosenhead, ed., Oxford Univ. Press,
Oxford, UK, pp. 72—-82.

[20] Perry, A. E., and Fairlie, B. D., 1974, “Critical Points in Flow Patterns,” Adv.
Geophys.18B, pp. 299-315.

[21] Tobak, M., and Peake, D. J., 1982, “Topology of Three-Dimensional Sepa-
rated Flows,” Annu. Rev. Fluid Mech14, pp. 61-85.

[22] Perry, A. E., and Chong, M. S., 1987, “A Description of Eddying Motions and
Flow Patterns Using Critical Point Concepts,” Annu. Rev. Fluid MetB, pp.
125-155.

[23] Dallmann, U., 1983, “Topological Structures of Three-Dimensional Flow
Separation,” DFVLR, IB 221-82-A07, Gottingen, Germany.

[24] Poincare H., 1928, Oeuvres de Henri PoincareTome | Gauthier-Villars,
Paris.

[25] Hunt, J. C. R., Abell, C. J., Peterka, J. A., and Woo, H., 1978, “Kinematical
Studies of Flow Around Free or Surface-Mounted Obstacles; Applying Topol-
ogy to Flow Visualization,” J. Fluid Mech86, Part 1, pp. 179-200.

[26] Flegg, G. C., 1974From Geometry to TopologyEnglish Universities Press,
London.

[27] Gbadebo, S. A., 2003, “Three-Dimensional Separations in Compressors,”
Ph.D. thesis, University of Cambridge, UK.

Flows and Loss Reduction in Axial Compressors,” ASME J. Turbomach.,[28] Eichelbrenner, E. A., and Oudart, A., 1955, “Method de Calcul de la Couche

1093), pp. 354-361.

[4] McDougall, N. M., 1988, “Stall Inception in Axial Compressors,” Ph.D. the-

sis, University of Cambridge, UK.

[5] Schultz, H. D., Gallus, H. E., and Lakshminarayana, B., 1990, “Three-

Limite Tridimensionelle, Application a un Corps Fusele Incline sur le Vent,”
ONERA Publication 76, Chatillon.

[29] Maskell, E. C., 1955, “Flow Separation in Three Dimensions,” RAE Farnbor-
ough Report No. Aero. 2565, Nov.

Dimensional Separated Flow Field in the Endwall Region of an Annular Com{30] Denton, J. D., 1999, “Multistage Turbomachinery Flow Calculation Program-
pressor Cascade in the Presence of Rotor-Stator Interaction: Part 1-Quasi- MULTIP,” Whittle Laboratory, University of Cambridge, UK.

Journal of Turbomachinery

APRIL 2005, Vol. 127 / 339

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Experimental Investigation of a
Transonic Aspirated Compressor

Brian J. Schuler
The experimental investigation of a transonic aspirated stage demonstrating the appli-
Jack L. Kerrebrock cation of boundary layer aspiration to increase stage work is presented. The stage was
Ali Merchant designed to produce a pressure ratio of 1.6 at a tip speed of 750 ft/s resulting in a stage
work coefficient of 0.88. The primary aspiration requirement for the stage is a bleed
fraction 0.5% of the inlet mass flow on the rotor and stator suction surfaces. Additional

Gas Turbine Laboratory, aspiration totaling 2.8% was also used at shock impingement locations and other loca-

Department of Aeronautics and Astronautics, tions on the hub and casing walls. Detailed rotor and stator flow field measurements,
Massachusetts Institute of Technology, which include time-accurate and ensemble-averaged data, are presented and compared
Cambridge, MA 02139 to three-dimensional viscous computational analyses of the stage. The stage achieved a

peak pressure ratio of 1.58 and through-flow efficiency of 90% at the design point. In
addition, the stage demonstrated good performance with an aspiration lower than the
design requirement, and a significant off-design flow range below that predicted by the
computational analysig.DOI: 10.1115/1.1860575

1 Introduction integral boundary layer solvgd] coupled with an axisymmetric
%olver described by Merchaf]. The stage was designed to

Compressor performance measured in terms of pressure ral®hieve a pressure ratio of 1.6 at tip speed of 750 ft/s. The low

efficiency, and operability are limited by the boundary layer bOIé’IaEde speed design resulted in a stage work coefficient of 0.88, a

EaVIocri W't:"n the c\(;nr?lriresfotrhstagﬁ_. Bl%clje sturface and end;yv anline flow coefficient of 1.13, and a peak diffusion factor of
oundary layer gro IMIts the achievable stage pressure raliogdy e rotor has a free vortex design resulting in constant work

a given rotational speed. The thickness of the blade boundajye yhe span. A tip shroud was included in the design to eliminate

layer also contributes significantly to the stage losses, stage Wo[gb, clearance flows. The primary aspiration requirement on the

and mass flow. Therefore, judicious removal of the boundary layglior and stator blade surfaces is 0.5% of the inlet mass flow.

fluid within the compressor stage can result in well-attachegyq qh additional aspiration of 2.8% is used at various locations

boundary layers, which can yield both higher pressure ratio ag the hub and shroud, no attempt was made to optimize their
higher efficiencies than those achieved by conventional stagggation and quantity. Therefore, the total aspiration is not indica-

The distinguishing factors in applying suction on a COmpressor &ige of the optimal aspiration requirement for such a design.

the thermodynamic impact of removing the high entropy flow on The efficiencies presented in this paper are calculated from an
subsequent blade row4], and the reduction in blockage devel-appropriately averaged pressure ratio and temperature ratio of the
opment achieved by controlling the boundary layer growth on thgrough flow. Studies on the potential impact of aspirated flow on

blades and end walls. Both of these can have a beneficial impgd system-level efficiency have been presented by Kerrebrock et
on the efficiency. al. [1], Kerrebrock[6], and McCabd7].

Although a direct consequence of using aspiration is a higherThe paper first discusses the design point CFD analyses per-
pressure ratio due to the capability of increasing the blade loadifgymed using APNASA. This is followed by a description of the
the higher loading can also be exploited to lower the blade spesidge mechanical design and experimental facility. The experi-
while maintaining the same total pressure ratio. This alternativeental data is discussed in detail and compared to the CFD analy-
has several attractive advantagé@$:reduction or elimination of sis, and the important results and implications of the work are
shock losses and corresponding shock-boundary layer interactiiumerated. Aspiration and suction are used interchangeably in
losses (i) large noise reductiorjii) lighter components due to this paper.
lower structural stresses, arii) increased flow range, because
the blades have better off-design performance at subsonic congli- 3D Viscous CFD Analysis
tions, as shown in the controlled diffusion cascade study of Hobbs ] ) ] ) ) .
and Weingold2]. The three-dlmensmne(BD_) viscous analysis presented in this

The experiment by Reijnaf8] on a transonic rotor showed ansection was calculated using the APNASA code developed by
improvement in turning and pressure rise of the five blades thd@amczyk [8,9]. The code solves the 3D Reynolds-averaged
were modified to aspirate the flow. The experimental data aldvier-Stokes equations using a finite volume cell-centered
showed that the boundary layer control modified the stall behavig¢heme discretized on a structured hexahedral H-type mesh. The
of the rotor. This paper presents experimental results on the fig9de uses a two-equation standird turbulence model of Laun-
fully aspirated transonic compressor stage. The objective of tl§" and Spalding to estimate the eddy viscosity. A multistage
study is to demonstrate the aerodynamic performance, partiéiodel developed by Adamczyi8,9] referred to as the average
larly, the blade performance and loading capability at design aR@ssage flow model is used to interact the blade rows at various
off-design conditions, achieved with aspiration at low tip speed8@ges in the flow path. The code was modified with a simple

The aspirated stage was designed using the quasi-BEsM transpiration boundary condition on the blade and flow path sur-
faces to model suction. The suction mass flow is specified as a

fraction of the stage inlet mass flow uniformly distributed over the
Contributed by the International Gas Turbine Instit@®T!) of THE AMERI-  suction slot. The model also incorporates a test for mass flow
CAN SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME choking based on the slot area and flow conditions at the slot inlet.

JourNAL OF TURBOMACHINERY. Paper presented at the International Gas Turbine and ; ; ;
Aeroengine Congress and Exhibition, Amsterdam, The Netherlands, June 3-6, 20(12The gl’ld used for the present calculation has 255 aXIal’ o1

Paper No. 2002-GT-30370. Manuscript received by IGTI, December 1, 2001, fifelfcumferential, and 51 spanwise points. The design suction slot
revision, March 1, 2003. Associate Editor: E. Benvenuti. location was not matched exactly in the viscous calculation be-
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Fig. 1 3D viscous APNASA calculation grid suction
configuration

Fig. 3 Stator 10% span Mach number contours

cause the code requires the slot to be specified along a constant
spanwise grid line. The slot axial location was matched in an
average sense by selecting a grid line that resulted in the ler&ich number of 1.27 just upstream of the passage shock. Aspira-
deviation from the prescribed slot location. The blade geomettipn is applied just downstream of the shock. The flow remains
derived from the quasi-3D MISES design was altered by fittingell attached through the subsonic diffusion part of the flow and
leading-edge and trailing circles to meet grid-generation codiffuses to an average exit Mach number of 0.6. The impact of the
straints. The diverging trailing-edge geometry of the blades waserging trailing edge is seen in the flow field contours near the
not completely resolved because the grid required pairs of suctigailing edge similar to the rotor. The flow is turned approximately
and pressure side points with the same axial location. 53 deg at this section.

The case presented below was calculated at an inlet mass flow
of 63.9 Ibs/s. This solution was found to have the best overall i )
performance and was designated as the design point. The stdgeMechanical Design

pressure ratio is 1.59 with an isentropic efficiency of 89.3%. A The mechanical design of the stage and overall experiment are
total suction of 3.79% was prescribed in the calculation. The digascribed in detail by Schuldi0]. The rotor and stator were
tribution at various locations is shown in Fig. 1. The shock immachined as integral blisks. The rotor disk has a tip shroud, which
pingement suction on the hub and shroud were not included in thgyvides a convenient path for transporting the bleed flows out-
calculation. . side the flow path. Figure 4 shows a cross section of the stage with
Figure 2 shows contours of a Mach number in the rotor at 95%ction removal paths. Orifices on the rotor and stator casing are
span. The contours show a peak Mach number of 1.22 followggsigned to choke at the design bleed flows, and the bleed flows
by a weak shock. Aspiration is applied just downstream of thge transported through channels to the main dump tank of the test
shock, and a thinning of the boundary layer is visible in the flowility. The bleed passages are machined into the suction side of
field contours. The flow remains well attached downstream of thge rotor and stator blades. Cover plates with 0.015 in. bleed slots
slot and diffuses uniformly in the core flow to an exit Mach numgere used to cover the suction surface of the blades. The cover
ber of 0.66. The impact of the diverging trailing edge is seen ilates were preshaped to match the curvature of the blade sur-

:Ee :\/Iqlc_:h nuglnber decrease on the pressure side just upstreanfagés. The geometry parameters of the stage are given in Table 1.
e trailing edge.

Figure 3 shows contours of Mach number in the stator flow
field at 10% span. The inlet Mach number is 1.09 with a peak

Fig. 4 Assembly cross section and suction scheme

Table 1 Stage geometry parameters

Stage tip diametetin.) 20.7
Rotor inletRy,/ Ry 0.62
Rotor tip solidity 1.4
Stator hub solidity 2.1
Rotor mean chordin.) 1.0
Stator mean chor¢in.) 1.0
Rotor aspect ratio 1.2
Stator aspect ratio 1.1
Fig. 2 Rotor 95% span Mach number contours
Journal of Turbomachinery APRIL 2005, Vol. 127 / 341
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4 Experimental Facility 1.8

The fan stage was tested in the MIT blow down compress 7
facility. The design, construction, and primary testing procedur:
of the facility are described by Kerrebro€kl]. Since the incep-
tion of the blow down compressor, several validations of the te2
procedure have been performed. The facility is equipped Withg 15
fast-acting valvd12] that allows rapid testing. The facility is in- ¢
strumented with several high-frequency response pressure tra"’:';
ducers to capture the flow field within the test section and ttg

necessary pressures within the supply and dump tanks. An impg

16]

14

tant part of the data collection system is the four-way prob-— 13}

which measures total pressure, static pressure, total Mach numg

tangential angle, and radial angle. The calibration and data red™ 12}

tion procedure, which is critical for obtaining accurate data, | 11 - - APNASA

described by Reijnef3]. r — Experiment
High-frequency pressure transducers are also placed within

casing of the stage to measure the casing static pressures upstt 1'% 0 : 0 '25 : 0'5 : 0 '75 : 1.0

and downstream of the stage as well as between the rotor ¢

stator. The downstream casing pressure, along with the exit Maun

number set by the choke plate area ratio, gives an estimate of the . ) .
. . . ig. 5 Comparison of experimental spanwise total pressure

stage total pressure ratio and can be used to rapidly predict {i&\io tion to APNASA analysis

overall stage performance. An optical encoder with 400 lines per

revolution is used to measure the speed of the rotor. The encoder

also has the option of producing a once per revolution pulse so

that the test is always triggered with the rotor in the same positiafade with the four-way probe. The experimental data shows that
the rotor produces a lower total temperature rise than APNASA

5 Experiment Results predicts in the lower half of the span, whereas better agreement is

een between the experiment and APNASA in the upper half of

The design point data for the rotor and stator exits are presenfﬁe span. Lower span locations could not be surveyed, as ex-

in this section. The rotor total pressure and flow angle measure-". . :
ments are presented as time-accurate data and as an ensefﬁfiged above. The uniform total temperature profile shows that

average of 7 rotor revolutions or 175 blade passes. The dat it design intent was well captured. The presence of secondary
28%, 65%, and 92% span locations is presented. The rotor dat I(?%/ dlrsocﬁlfgs;dtﬁg%vuebcaAr: ,E)heectlfartlzéd\?vgtr'ge; d?e??c)t(;ltqiiel tf?g\jvpira'
measured at an axial distance of 1.1 in. downstream of the rofgf- P ; P, Y

tip trailing edge, and the stator data is measured 1 in. downstre rotating shroud is clearly. seen. The d!ﬁergnce between th.e
ITgeasured and computed radial variations is discussed further in

Percent Span

of the stator trailing edge. The data collected at this location oG, 9

compared to the APNASA solution corresponding to the same .
axial location. For all these plots, the pressure side is the left sid Jable 2 presents a comparison between the stage performance

of the wake, and the suction side is the right side of the wake Tﬁ the design point calculated from the experimental data and the
complete dé\ta set can be found in Schdleg]. The APNASA. NASA solution. The rotor and overall stage experimental per-
solution was used to fill in the gaps below 28% span and abo rmance are in good agreement with the APNASA prediction.

]  mo
92% span to calculate the averaged performance downstream ?ersgit?ﬂetoetfl e?irriseil:;le dlgtS; inpdri?: gge; brgxﬁrl: a’\tlgsé 7'50 y s_ﬁ;e
the rotor and stator. The APNASA solution was scaled to mat P pp y 3. [70.

the experimental data at 28% and 92% span locations. The rogior and stage efficiencies are also in good agreement. In particu-

efficiency was calculated from the mass-averaged total tempe r—’,\'ItA'g Anterdestln%_ to ngtg thﬁ high rotor effllcaency predicted by
ture and total pressure downstream of the rotor, the stage effi- and confirmed by the experimental data.

ciency was calculated from the mass-averaged total pressure

downstream of the stator.

5.1 Rotor Design Point Performance.Figure 5 presents a 12
comparison between the pitch-averaged radial variation of tor - - APNASA
pressure from the experiment and the APNASA analysis. The € — Experiment

perimental data shows excellent agreement with the CFD analy 1.18}

at 28%, 47%, and 65% span. The two measurements closest to

tip, at 84% and 92% span, show a lower total pressure than t2

values predicted by APNASA. The flow region below 28% spagt 1.16

could not be surveyed because the probe could not safely trave®

so close to the hub. It is interesting to note the uniformity of th%

total pressure profile predicted by the CFD calculation, indicatirg 1.14

that near-design intent performance was obtained in the CFD cg-

culation. The reduction in total pressure near the hub is caused @

the strong secondary flow, which can be attributed to the incomikg 1,12

hub boundary layer. The tip region also shows the presence @

secondary flows. In contrast to compressors with tip clearance, F

rotating tip shroud on this rotor results in nearly uniform tota 11 ) ) ) ) ) ) )

pressure up to the tip. 0.0 0.25 05 0.75 1.0
Figure 6 presents a comparison between the spanwise pit Percent Span

averaged radial variation of total temperature from the experiment

and the APNASA analysis. The total temperature is calculatggy. 6 Comparison of experimental spanwise total temperatire

from the Euler turbine equation using flow angle measurementistribution to APNASA
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Table 2 Experimental and computational stage design point o
performance ® 1.8}
o
APNASA Experiment g
>
. 2 16}
Rotor pressure ratio 1.64 1.62 [
Stage pressure ratio 1.59 1.57 a
Corrected mass flowlbm/s) 63.9 64.2 S 4 ) ) ) .
Rotor isentropic efficiency 0.96 0.97 o
Stage isentropic efficiency 0.89 0.90 =159 160 161 162 163 164
g
T -40
<
5.2 Pitchwise Variation, 28% Span.Figures 7 and 8 show 2 -45
the ensemble-averaged total pressure and tangential flow ar‘;< 50
data of 175 blade passes, or 7 rotor revolutions, at the 28% sfg -
location. The ensemble-averaged data is compared to APNAZ 55
analysis prediction at the same axial and spanwise position. T&
experimental data and CFD data are aligned such that the cer, -60 . . . .
2 159 160 161 162 163 164

of each wake is at the same pitchwise position. The predicted tog
pressure profile is in good agreement with the experimental di.
in the core flow. The APNASA analysis predicts the wake width to.

Test Time (ms)

be 20% of the pitch, and the experimental data shows a sligh
narrower wake of 15% of the blade pitch. Although the wak

ﬁg}. 9 Time-accurate total pressure and tangential angle at
é % rotor span

width is in good agreement, APNASA significantly over predicts
the wake depth. The analysis predicts a minimum total pressure,

ratio of 1.50, whereas the data show the minimum total pressure
ratio to be 1.57. Overall, the APNASA analysis underpredicts the

17 total pressure ratio at this streamline than indicated by the experi-
mental data.
The pitchwise tangential flow angle profile shown in Fig. 8
165 1° indicates that the APNASA analysis overpredicts the turning in
o | the core flow. The analysis predicts a nearly constant tangential
= flow angle of —49.5 deg in the core flow, whereas the experimen-
o tal data shows a roughly linear decrease in turning from —49.5 deg
o 1.6¢ to a minimum turning of —45 deg on the pressure side of the
2 \ wake. The APNASA analysis predicts an overturning of —54 deg
» b in the wake, while the experimental data only shows an overturn-
] .
& 1.55¢ P ing of -52.5 deg.
- Pressure ' 'Suction Figure 9 shows the time-accurate data traces of total pressure
= Side \ 1 Side and tangential flow angle at the 28% span location that were used
2 150 v to calculate the ensemble-averaged plots.
- - APNASA . . i .
— Experiment 5.3 Pitchwise Variation, 65% Span.Figure 10 shows the
ensemble-averaged total pressure data taken at the 65% span lo-
1-450 i 0'2 0'4 0.6 0.8 1.0 cation compared to the APNASA analysis prediction for the same
. : e . *~ axial and radial location. Excellent agreement is seen between the
Percent Pitch experimental data and the APNASA analysis. The experimental
' . i i data show a total pressure ratio range of 1.66—1.68 in the core
Fig. 7 Pitchwise total pressure profile at 28% rotor span
-44
1.8
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g
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Fig. 8 Pitchwise tangential angle profile at 28% rotor span Fig. 10 Pitchwise total pressure profile for 65% rotor span
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Fig. 11 Pitchwise tangential angle profile for 65% rotor span Fig- 13 Pitchwise total pressure profile at 92% rotor span

0](5.4 Pitchwise Variation, 92% Span.Figure 13 shows the
gé\rsl,emble-averaged total pressure ratio data at the 92% span com-
red to the APNASA solution at the same spanwise and axial

the experimental data and APNASA. Both the experiment al : -
APNASA show a wake width of approximately 20% of the blad ocations. Although the overall pressure ratio and wake depth are
I good agreement, a decrease in the experiment total pressure

pitch. The wake depth, however, is overpredicted by APNASA t§ 99 ; :
be 1.47, while the experimental data show a minimum total preré'i_tlo is seen near the pressure side. The experimental total pres-

: Sure ratio varies from 1.67 to 1.62, whereas APNASA predicts a
sure ratio of 1.52. | tant total tio of 1.66 in th The AP
Figure 11 shows the ensemble-averaged tangential angle rly constant fotal pressure ralio of 2.6 In the core. The ArF-

taken at the 65% span location compared to the APNASA predic? oA analysis predicts a wake width of 20% pitch, whereas the
tion. The APNASA analysis and the experimental data differ b perimental data show a wake width of approximately 40% of

~2 deg in the core flow. The experimental data range from a e blade pitch. The wider wake on the pressure side may be

roximatelv 46 deg on .the suction side of the wake to appro Edlcatlve of a pressure-side separation. This may be attributed to
P y 9ol : bp e following factorsi{i) negative incidence cause by the length of
mately —44 deg of turning near the pressure side of the wake.

J _ _ the rotating shroud upstream of the rotor, or the amount of end-
APNASA prediction shows a range from -42 deg to —44 deg all suction upstream of the rotor, artil) flow recirculation in

turning over the same pitch. Once again the experimental d @ shock bleed holes on the tip shroud. The wake depth in the
show an underturning of the flow to a peak of ~41 deg on thg, v qis and the experimental data are in good agreement. The
pressure side of the wake. In the wake flow, the APNASAana1IysA§3,\lASA analysis predicts a minimum total pressure ratio of

pre_dlcts a maximum overturning of =53 deg qompared to the €%:37, and the experimental data show a minimum total pressure
perimental data, which show a peak overturning of -51 deg. ratio of 1.35.

Figure 12 shows the time-accurate total pressure and tangenti igure 14 shows a comparison between the ensemble-averaged
flow angle data from the four-way probe at the 65% span locatiQQ,gential angle data at 92% span and the APNASA analysis. The
that were used to calculate the ensemble-averaged plots. experimental data show a tangential flow angle variation from -44

to —40 deg in the core flow compared to the APNASA analysis

flow, whereas APNASA predicts a total pressure ratio range
1.67-1.68. Good agreement is also seen in the wake flow betw

o 1.8
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Fig. 12 Time-accurate total pressure and tangential angle for
65% rotor span Fig. 14 Pitchwise tangential angle profile at 92% rotor span
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6 Stator Design Point Performance

prediction, which ranges from —41 to —42 deg. The experimental The stator performance can be effectively characterized by the
data show a mild underturning of the flow to —37 deg near thetal pressure at the exit plane. Experimental data was collected in
pressure side of the wake. This is lower than the 28% and 65%ogrid of four spanwise points by six pitchwise points located
span locations and may be linked to the pressure-side separaipproximately 1 in. downstream of the stator trailing edge. The
discussed above. The APNASA analysis predicts a maximuiour spanwise points are located at 20%, 40%, 60%, and 80%
overturning of the flow of =57 deg in the wake, whereas the espan, where 0% span is the hub and 100% span is the casing. The
perimental data show a maximum overturning of —62 deg. six pitchwise points are clustered around the wake with two points
Figure 15 shows the instantaneous total pressure and tangeritighe main flow. The points are located at 0%, 5%, 30%, 80%,
angle measurements from the four-way probe at the 92% sg20P6, and 95% pitch.
location. Figure 17 shows the total pressure contour from the APNASA
L . analysis at the same axial location as the four-way probe location.
_ 5.5 Blade to Blade Variation. The time-accurate data tracesgig e 18 shows the time-averaged values of totglppressure mea-
in the previous section highlight the significant unsteadiness in tQgreq with the four-way probe at each location with an interpo-
rotor exit flow from one blade passing to the next. Figure 1feq contour plot superimposed over the measured values. The
shows the blade-to-blade variation in total pressure for the 65 res observed in the APNASA solution are also clearly visible
span location. In the core flow, the_total pressure variation is abCJHtthe experimental data, in particular, the thicker wake on the
4% of the mean value, whereas in the wake flow there is a Sigsction side and low total pressure regions near the hub and tip on
nificant increase up to 15% of the value in the core flow. Thge gyction indicating strong secondary flows. The extent and po-
source of this unsteadiness and its impact on the rotor perfQfsion of the high loss regions are also reasonably close to the
mance are discussed in Sec. 9. APNASA prediction. The experiment predicts a higher peak total
pressure value of 1.7 on the pressure side of the blade compared
to 1.66 predicted by APNASA.

20 , . , . : . : i :
—— Ensemble-Averaged 0.5
191 - —-. 2 Std Dev. Blade to Blade Variation
0.48}
L
&
© 0.461
=
3 Q 044
o
s
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Side \  Side
AY
13} v ] 0.41
1.2 . . . . . . i . .
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y/D

Fig. 16 Blade to blade variation in the total pressure at 65%
rotor span Fig. 18 Time-averaged total pressure data from stator exit
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Table 3 Comparison of Design and Measured Suction Values

— 100% mass flow
Suction location Design Measured 18} - - - 93% mass flow i
: -—-— 83% mass flow
Rotor casing 1.3% o72% | | 79% mass flow
Rotor blade and shroud 0.95% 0.84%

Stator casing and vane 1.95% 0.85%

7 Measured Stage Aspiration

The layout of the stage aspiration channels is shown in Fig.
Three suction channels in the casing insert carry the suction flog
from the rotor and stator to the dump tank. The total and sta:]f_a
pressure measured in the channels, combined with the cr
sectional area of the channels and the number of channels,
used to calculate the total mass flow through the channels. T

Pressure Ratio

geometry of the suction channels was not changed during any ) 0 0.2 0'4
the experimental runs. ’ )
Three main channels remove the bleed flow, and only the mass

06 0.8 10
Fraction Pitch

flow in these channels, not the individual suction locations, 20 Pitchwise total pressure at rotor exit for 65% span at
measured. The first channel carries the rotor casing suction, H?gérent mass flows

second channel carries the rotor blade surface and shroud suction,

and the third channel carries the stator casing, shroud, and blade

surface suction. The stator hubhner diameter suction is not

measured. Table 3 shows the comparison of measured and design 7=1+M{(y= Dre1 - dAVR tan(Be,)]
suction values in the channels. The measured total rotor blade and -
shroud suction closely matches the design value, whereas the m=[1+n(r- 1] (8]

measured upstream rotor casing suction and total stator suctiofyg e M, is the blade rotational Mach numbe, is the radius
are approximately 45% below the design value. of the exiting streamlineAVRis the axial velocity ratiog is the

. flow coefficient, Bey is the rotor exit relative flow angle, anglis
8 Off-Design Performance the stage core flow efficiency. The values chosen for calculating

Tests at off-design throttle points on the design speediifiée speedline were taken at the stage meanline and held constant,
showed that the stage did not exhibit rotating stall as low as 79@aving the stage pressure ratio as a functiongofThe stage
of the design mass flow. The design speedline is shown in Fig. Bfficiency was assumed to be 90%.

The speedline is almost linear down to 83% of the design massThe negative exit angle at the meanline results in a positive
flow and shows a somewhat rapid decrease at the last data poirfl@pe of the total pressure characteristic. The stability of the stage,
79% of the design mass flow. The stage produced a lower pressigavever, is determined by the slope of the exit static pressure
ratio compared to the CFD analysis performed using APNASgharacteristic, which must have a negative slope up to the stall
and one by Pratt & Whitney14], but the choking mass flow is point, as shown by Merchari6]. The slope of the theoretical

higher than that predicted by the CFD analyses. speedline is in good agreement with the CFD analyses and also

It is interesting to note the positive slopes and nearly lineghows very little deviation from the experimental one. This indi-
behavior of the speedline at lower mass flows. The CFD analy$igtes that there is little change in the stage efficiency and devia-
was unable to predict solutions below 96% of the design matign of rotor flow angles over a significantly larger flow range than
flow. This may be due to the exit pressure numerical bounda@conventional nonaspirated stage. Schilé} has examined the
condition used in the codes. Fig. 19 also shows the theoretid@@ding characteristic of the blades at off-design condition in order
speedline calculated using Euler’s turbine equation to explain the large flow range achieved by the stage.

Figure 20 shows the ensemble-averaged total pressure variation

across the pitch at the 64% spanwise location downstream of the

1.6 . \ rotor. The total pressure wakes of the rotor get wider and deeper

as the mass flow decreases. At the design mass flow, the rotor

wake covers approximately 15% of the blade pitch, whereas the

79% mass flow test shows the wake covering approximately 50%
of the blade pitch.

Figure 21 shows the time-accurate total pressure data taken at
40% span and 5% pitch downstream of the stator for design mass
flow and 79% design mass flow runs. The lower mass flow run
shows a larger variation in total pressure than the design mass
flow run, and in addition, the wakes are not as sharp and distinct
] as the wakes at the design flow condition. However, both sets of
data clearly show no evidence of rotating stall cells.

1.56 L

1.52(

1481

Stage Pressure Ratio

« Experimental data

1.441 ’ i
. éfaﬁfovﬁ{:ﬁx"s 9 Spanwise Loss Redistribution in the Rotor Wakes

o Theory (Euler's Eqn.) A comparison of the ensemble-averaged data with the AP-
14 . . NASA calculations at different radial locations showed differ-

50 55 60 65 ences in the spanwise distributions of total pressure and total tem-
Stage Inlet Mass Flow (Ib/s) perature. In addition, the blade-to-blade variation of total pressure
in the experimental data indicated a large amount of unsteadiness

Fig. 19 Off-design performance of aspirated fan stage in the flow field. This suggests that the unsteadiness in the flow
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Fig. 22 Time-accurate radial Mach number distribution at 92%
Fig. 21 Time-accurate total pressure data at  (a) 100% and (b) SPan
79% mass flow

pletely mixed out. Therefore, the true solution lies between the

field and the discrepancy in the measured and calculated spanvéBeiency profile corrected without mixing and the profile cor-
profiles may be attributed to radial transport of fluid in the wake®cted with mixing.
due unsteady vortex shedding. Figure 23 shows that the stage has an efficiency higher than the

Gertz[15] has shown the existence of regular arrays of vortedesign efficiency in the hub region of the rotor. The tip region
streets in the wakes of a transonic rotor in data gathered in thleows an efficiency lower than the design efficiency. It is interest-
MIT blow down compressor facility. These were also identified oing to note that the measured average efficiency of the rotor
the same compressor stage in an experiment by Strazisar agdees with the APNASA prediction. The vortex model indicates
Powell [16] through the bimodal character of the velocity probthat one of the reasons for the discrepancy between the measured
ability density distributio(PDD). Following the two-dimensional efficiency distribution and the APNASA distribution is spanwise
(2D) vortex fitting model of Gertz15], and subsequent extensiontransport within the blade wake due to unsteady vortex shedding.
to spanwise flows by Kotidif17], a vortex shedding model was This radial tranport causes the spanwise redistribution of flow
developed for the aspirated fan stage. The present model impropesperties, which accounts partially for the difference between the
on Kotidis’ approach, which only considered flows within the vormeasured and predicted efficiency distributions. Therefore, in or-
tex core, by including the spanwise flows throughout the wakder to more accurately predict the rotor performance, a vortex
The flow outside the vortex cores has a significant effect on tieodel similar to the one used here should be incorporated into
amount of mass that can be exchanged between stream tubesexisting 3D viscous computational tools.

The result of these calculations is that the radial velocities
within the wake are roughly constant from the 28% span locatictQ Conclusions

to the 84% span location with the spanwise flow directed toward The analvsis and testing of a transonic aspirated compressor
the tip region. The 92% span location shows both positive an? y 9 P P

negative velocities, indicating that there is flow both into and ograde have been presented in this paper. The experimental stage

of the region. These radial velocities in the wake are supported Bﬁrformance and detailed flow field data clearly validate the utility

the experiment. Time-accurate measurements of radial velocity at
the 92% span location are shown in Fig. 22. APNASA predict< 1.2
radial Mach numbers at the same radial location of less than 0.( ’

The measurements at other radial locations also show large va — Exope"mez“t o

tion in radial Mach number in the wake compared to th - Coggg:edx/o I\%Eg
APNASA solutions. The difference can be attributed to the al 1.1} ¢ | ... APNASA ad!
sence of the unsteady vortex shedding in the APNASA calcul

tion. 9

The spanwise mass redistribution calculated from the vorteg 1.0]
. ) o (3]

shedding model can be used to estimate its impact on the mig .
sured values of total pressure and total temperature. The result&d S T i e 1
adjusting the flow properties downstream of the rotor to removs 0.9 ’ ¢’
the effects of transport are shown in Fig. 23. The measured e ~ " [
perimental efficiency with the experimental error bars is showg
along with the predicted efficiency distribution from the APNASA<
calculation. The two adjusted efficiency distributions are als 0.8
shown: one that includes mixing losses and one that only red
tributes the flow properties. The “no mixing” distribution shows
very little change from the measured values, whereas the “mixe 0.7 \ \ \
efficiency distribution shows a more uniform profile and ap 0.25 0.5 0.75 1.0
proaches the efficiency profile predicted by the APNASA solutior Percent Span
Given that the distance from the rotor trailing edge to the probe
location is small, it is possible that the wake flows are not confrig. 23 Effect of spanwise transport on efficiency distribution
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of aspiration for increasing stage work. More detailed observa- analysis system. This includes the through-flow quasi-3D
tions and conclusions about this research are enumerated below: design system, predicting the aspiration requirement and the
subsequent 3D CFD analysis of the final design.
1. The stage achieved near-design performance in terms of
pressure ratio and efficiency. Detailed design-point data are
in good agreement with the CFD analysis, particularly wheficCknowledgments
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Lo 8 AXial-Flow Gompressor Stall
Simulations

C. Freeman
Rolls-Royce plc, ) ) o . . .
PO Box 31, Moor Lane, This paper describes a novel way of prescribing computational fluid dynamics (CFD)
Derby DE24 8BJ, UK boundary conditions for axial-flow compressors. The approach is based on extending the

standard single passage computational domain by adding an intake upstream and a
variable nozzle downstream. Such a route allows us to consider any point on a given

M. |mregun speed characteristic by simply modifying the nozzle area, the actual boundary conditions
Mechanical Engineering Depariment, being set to atmospheric ones in all cases. Using a fan blade, it is shown that the method
Imperial College, not only allows going past the stall point but also captures the typical hysteresis loop
Exhibition Road, behavior of compressor$DOI: 10.1115/1.186191)2

London SW7 2BX, UK

1 Introduction distributions, are not suitable for stall studies. For instance, in the

The performance of an axial flow compressor, either a fan aase of rotating stall, the dO_W n;tream_egit pressure profile_s are
sembly or a core compressor, is often summarised in the form Rfither known nor constant in time. Similarly, at high working
a pressure-rise versus mass flow characteristic curve, representif@gs: the flow becomes genuinely unsteady near the stall bound-
nominally steady and axisymmetric flow operation. At a giveArY, and the imposition of a radially constant exit static pressure is
shaft speed, the operating zone is bounded by the blades choKikgly to result in numerical instabilities, the so-called “numerical
at high mass flow—low pressure, or the blades stalling at low megiall.” The situation can be remedied by introducing a downstream
flow—high pressure. Both boundaries are associated with seveagiable nozzle, thus allowing the pressure behind the fan to ad-
instabilities, though here we will be focussing on stall-relatedist automatically while the pressure behind the nozzle is fixed.
events. Stall margin can be degraded substantially during the &urch an approach makes the computational domain “less stiff”
gine operation due to various factors such as inlet distortions tgnd provides a powerful natural boundary condition for stall stud-
sulting from nonaxisymmetric intakes or wakes shed from fusgss. Moreover, since the aim is to simulate, as much as possible,
lage or wings or cross winfll,2]. Sudden flow variations during gngine and rig tests, nozzle area changes can be used to move to
rapid maneuvres can also be detrimental. any point on the compressor characteristic. The application of

Since the avoidance of stall is a major design consideration . : o
considerable amount of research effort has been devoted to un&Ee&rCh a methodology for computing a part-speed characteristic of a

standing the physical mechanisms that give rise to stall. After t & blatde Vr‘]”” bet p_re;‘er_ltedbltn _thednﬁ)(tt S?Ct'cm' N;)t”ogly admore_
initial inception stage, it is not clear which conditions will caus&cCuraté charactenstic 1s obtained, but aiso the stall bounaary 1S

surge or rotating stall. If the latter occurs, there are no rules gached without any numerical problems, an outcome which is not
determine its speed, its circumferential and radial extent as wellR@ssible by using fixed-valued radial static pressure profiles.

the number of rotating cells. So far, due to modeling difficulties,

much of the stall research has been experiméBtd] or based on

simplified modelg[5] though realistic numerical simulations are

becoming possible with dramatic increases in hardware and soft-

ware. In any case, it is very difficult to capture the required locgl Case Study

detail using an experimental approach and hence a numerical

modeling route is very attractive. However, in spite of dramatic 2.1 Computational Tool. The flow code used is an edge-
advances in hardware and software, the simulation of turbonf@sed upwind solver that uses unstructured mefiedhe time
chinery flows near stall is fraught with difficulties. First, becausgtepping is done in an implicit fashion and hence very large CFL
of inherent unsteadiness, the flow representation must be tinfietmbers can be used without creating numerical instabilities in
accurate, nonlinear, and viscous. Second, the turbulence mo#€ solution algorithm. Time accuracy is ensured by using a dual
must be able to cope with flow separation and re-attachmeHine stepping technique with inner Jacobi and outer Newton itera-
Third, appropriate inlet and outlet boundary conditions must B#ns. The code can be run in viscous mode via Reynolds-
imposed. However, when the flow conditions are uniform at tr@veraged Navier—Stokes equations with Baldwin-Barth, Spalart—
boundaries, the flow is stable at lower working lines but numericAllmaras and g-zeta turbulence models. The flow geometry is
difficulties occur at higher working lines. It is well-known thatdescribed using general grids of three-dimensi¢8B) elements

rigid boundary conditions, based on imposing given exit pressufiCh as tetrahedra, hexahedra and wedges, a feature that offers
great flexibility for modeling complex shapes, such as casing

treatment geometries.

Contributed by the Turbomachinery Division of THE AMERICAN SOCIETY OF . . .
MECHANICAL ENGINEERS for publication in the ASMEGURNAL OF TURBOMA- 2.2 Study of Stall. Two sets of calculations, with two differ-

CHINERY. Manuscript received March 1, 2004; final revision, August 27, 2004. Edito%m boundary condition strategies were performed a|0ng the 70%
D. Wisler. !
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Fig. 1 Computational domains for Strategies 1 and 2 — —
.- —
speed characteristic of a large aero-engine fan. The domain | i | \
Strategy 1 excludes the intake and the variable nozzle of Fig. & + . + s &
and may be viewed as a standard 3D single-passage calcula Mass flow

for this type of blade. The computational domain for Strategy 2
includes the upstream and downstream extensions, namely & S¥- 2 compressor characteristic at 70%. Strategy 1 predic-
metric intake with a spinner and a variable nozzle. tions, Strategy 2 predictions and measured data

As listed in Table 1 different boundary conditions are used for
the two modeling strategies. For Strategy 1, corrected atmospheric
pressure and temperature are imposed at the inlet to compensate
for the intake losses. More significantly, a radially constant static
pressure, whose values determine the actual point on the chatzadance which requires that a static pressure rise across the fan
teristic, is used at the exit. On the other hand, for Strategy @wust be offset by a static pressure drop in the downstream nozzle.
atmospheric total pressure and temperature are imposed at Ifithe inlet total pressure is the same as the exit static pressure, the
intake inlet, while atmospheric static pressure is imposed at theundary conditions are consistent with the zero flow case. If the
nozzle exit. A critical difference between the two strategies is thakit static to inlet total pressure ratio is set as high as the mini-
both the inlet and outlet boundary conditions remain the same foum fan pressure ratio during the stall loop, the boundary condi-
all the points on the characteristic for the latter. Different pointsons remain consistent with the overall minimum flow rate. If the
on the characteristic are obtained by changing the area of the ezitio is set higher than the minimum fan pressure ratio during the
nozzle, the path from choke to stall requiring an area decrease atall loop, the fan flow(static pressure rigdoecomes inconsistent
vice versa. The annulus geometry downstream of the fan waith the nozzle flow(static pressure drgpand the flow rate
modified to change the nozzle area. However, the nozzle area whanges in an attempt to reach equilibrium. Starting from a drop
kept fixed for a given computation at a given operating point. in the mass flow, the hysteresis loop, can be described as follows.

The characteristics obtained from the two modeling strategids the mass flow decreases, the pressure rise also decreases and
are compared to measured data in Fig. 2. Up to the working lirhe system moves to a lower pressure ratio along a constant
which corresponds to a normalized flow rate of about 1.0, bothrottle-area line. In this new operating condition at a reduced
strategies yield very similar steady-state flow results, which jressure ratio, the mass flow increases and the fan tries to move to
turn are in very good agreement with the measured data. Howevts,original working line. This causes an increase in the pressure
Strategy 1, that employs constant-value radial static pressure pratio and the mass flow drops.
files, is unable to provide a solution beyond a mass flow of 0.98. The hysteresis characteristic in Fig. 2 was determined from the
On the other hand, with Strategy 2, it was not only possible to gwessure and mass flow time histories of the time-accurate calcu-
past the stall point but also to obtain a hysteresis loop, characti@tions at stall. The corresponding mean value, part of the pre-
istic of compressor behavior at sur(féig. 2). Once the compres- dicted data curve in Fig. 2, compares very well to the correspond-
sor is operating near the stall boundary, the flow is no longérg measured characteristic point. A further set of calculations was
steady since both the mass flow and the pressure ratio begimtade for the design speed and the stall boundary was determined
vary with time and Strategy 1 computations can no longer yieldfeom the hysteresis loop. The predicted and measured results for
flow solution. However, in Strategy 2 calculations, the pressulmth speeds are plotted in Fig. 3. Using this technique, the stall
rise across the fan adjusts itself automatically, though the compure can be determined accurately, though a straight line is used in
tations at stall need to be conducted in a time-accurate fashiéig. 3 for illustration purposes. Finally, as can be seen from Fig. 4,
The nozzle boundary condition mechanism is based on a delictte stall loop is repeated in time, here shown as engine revolution.

Table 1 Comparison of Strategies 1 and 2

Strategy 1 Strategy 2
Without nozzle or intake With nozzle and intake
Inlet boundary Corrected atmospheric total pressure Atmospheric total pressure
condition 2 flow angles Atmospheric total temperature
Total temperature Axial flow
Outlet Radially-constant static pressure Atmospheric static pressure
boundary condition
Point control Change back pressure Change nozzle area
Calculation type Steady-state Steady-state
Time-accurate at stall
350 / Vol. 127, APRIL 2005 Transactions of the ASME
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- Y ¥ b i T i1 i g b | though this was not the case during the computations since
there is less flow near stallin any case, the steady-state
Strategy 1 computations were repeated with an extended
e . i domain but without a nozzle and it was not possible to reach
Measured —— the stall boundary. However, the new computations con-
r 1 verged quicker near stall, or at a high working line, and
managed to get closer to the stall boundary than the
standard-domain computations.
* Intuitively, it may be speculated that the main effect of the
extended domain is to make the flow more uniform towards
1 1 the exit boundary, thus making it more compatible with the
imposed exit static pressure. It can, therefore, be argued that
: 1 if extended-domain Strategy 1 computations are conducted
in a time-accurate fashion, the stall boundary may be
reached without a nozzle. However, no convergence was
e S 5 obtained in spite of several attempts.
il Bl » Away from stall, changing the value of the exit pressure is
a a - A - x & " equivalent to changing the nozzle area and this can be ob-
served from Fig. 2 by noticing the similarity of the speed
Mass flow characteristic predicted by the two strategies until the stall
boundary is reached. However, as discussed above, the
nozzle is needed to provide stability once the stall boundary
is reached.
* Since the fan introduces swirl to the flow and there are no
flow straightening devices, such as outflow guide vanes
(OGVy), in the model, a certain amount of swirl may well
reach the outflow boundary, thus creating an incompatibility
with the imposed radial-equilibrium boundary condition.
However, because of the additional length provided by the
extended domain and the presence of the nozzle, it is un-
likely that the flow behind the fan will have been affected by
the imposed boundary conditions.

ratic

Fig. 3 Computed vs measured at design speed and 70%
part-speed

2.3 Further Considerations’.

» During the Strategy 2 computations, which include an ex-
tended domain and variable-area downstream nozzle, con-
stant atmospheric static pressure is used as the exit boundary
condition and the area of the nozzle is decreased to approach
the stall boundary. The purpose of the extended domain is to
provide solution stability by allowing the flow to develop
more naturally downstream of the fan. The nozzle has two
purposes. First it provides a means of controlling the actugl Concluding Remarks
operating point on a given speed characteristic by area
change. Second, as will be discussed later, it goes some way. . .
towards making the varying flow inside the domain and the i) The variable-nozzle method not only provides a means of

radially constant exit static pressure compatible by provid-  ©Ptaining the compressor characteristic past stall but is also
ing a stabilizing mechanism since the fan pressure rise is ~ €XPlains why standard single passage steady-state computa-
balanced by the nozzle static pressure dép.the limit, if tions are ill-conditioned near the stall boundary;

the nozzle is choked at stall, the flow inside the domain will (i) the proposed variable-nozzle method can easily be extended

become totally independent of the exit static pressure, © detailed surge modeling. The inclusion of two large ple-
num volumes, one upstream of the intake and the other

downstream of the nozzle, will allow the direct use of at-
The contribution of the Reviewers is gratefully acknowledged. mospherlp gondltlops at both ends,. as in the current stall
study. This issue will be addressed in a forthcoming paper.
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Active Control of Tip Clearance
Flow in Axial Compressors

Control of compressor tip clearance flows is explored in a linear cascade using three
Massachusetts Institute of Technology types of fluidic actuators; no_rmal synthetic_jet_ (NSJ; un_stt_ead_yjet normal to the mean flow
Cambridge MA’ with zero net mass flux), .dlrecteq synthetic jet (DSJ; injection .roughly aligned W|th the
’ mean flow), and steady directed jet (SDJ), mounted on the casing wall. The effectiveness
Kenneth S. Breuer of each active control technique is determined in terms of its ability to achieve: (1)

. reduction of tip leakage flow rate, (2) mixing enhancement between tip leakage and core
flow, and (3) increase in streamwise momentum of the flow in the endwall region. The
measurements show that the NSJ provides mixing enhancement only, or both mixing
enhancement and leakage flow reduction, depending on its pitchwise location. The DSJ
Choon S. Tan and SDJ actuators provide streamwise momentum enhancement with a consequent reduc-

- tion of clearance-related blockage. The blockage reduction associated with the use of NSJ
is sensitive to actuator frequency, whereas that with the use of DSJ is not. For a given
actuation amplitude, DSJ and SDJ are about twice as effective as NSJ in reducing
clearance-related blockage. Further the DSJ and SDJ can eliminate clearance-related
blockage with a time-averaged momentum flux roughly 16% of the momentum flux of the
leakage flow. However, achieving an overall gain in efficiency appears to be hard; the
decrease in loss is only about 30% of the expended flow power from the present SDJ
actuator. Guidelines for improving the efficiency of the directed jet actuation are pre-
sented. [DOI: 10.1115/1.1776584

Jin Woo Bae’

Gas Turbine Laboratory,

Division of Engineering,
Brown University,
Providence, Rl

Gas Turbine Laboratory,
Massachusetts Institute of Technology,
Cambridge, MA

Introduction mass flux normal to the mean flowdirected synthetic jetDSJ;
] ) ) injection roughly aligned with the mean floyand steady directed
Background and Technical Goal. The relative motion be- jet (SD). Three metrics are used to measure the effectiveness of
tween rotor tips and stationary casing wall in axial compressoiig clearance flow control(i) reduction of the tip leakage flow
requires finite spacing between the two. The most common wayiigte (i) mixing enhancement between the defect region of the tip
achieve this is to have a finite clearance(.01 of blade spamat  clearance vortex and the primary stream flow, il streamwise
the rotor tip. The pressure difference across the blade causes@mentum enhancement.
leakage flow through the tip clearance from the pressure surface torhe first scheme is to address the problem at the source by
the suction surface of the blade. This tlp Ieakage flow dominatﬁ@ducing the rate of the |eakage flow using NSJ, as illustrated in
the aero-thermodynamic behavior of the flow in the tip region anglg. 1. The momentum flux of NSJ modifies the streamline next to
has a strong impact on pressure rise capability, compressor efffe casing wall so to effectively reduce the tip clearance. Because
ciency, and stability. The influence of tip leakage flow manifestpe |eakage jet is driven by the pressure difference across the
itself in two manners: a blockage that effectively reduces the pragiade, which is largely set by the midspan loadiiBjorer[4]),
sure rise capability and a loss that affects the efficiency of thgduced clearance size will result in a reduced leakage flow rate.
compressor. The second scheme, namely mixing enhancement, is to make
Even though the detrimental effects of an increase in tip cleafie wake-like velocity defect region more uniform as illustrated in
ance are well knowr{Wisler [1], Smith [2], and Cumpsty{3]), Fig. 2, thus reducing the growth of the defect region, which de-
compressors often operate with tip clearances that are larger th@mnines the flow blockage in the blade passage. The idea is to
aerodynamically desirable due to changes in tip clearance duriggploit a fluid dynamic mechanism/process that may exist to effi-
operations and limitations in manufacturing tolerances. Consgently promote momentum transfer/transport from the high mo-
quently, there is strong motivation to look for means to relieve theentum main flow to the low momentum flow in the endwall
stringent requirement on tight tip clearance and manage the comagion.
pressor tip clearance flow to minimize its impact on performance. The third one(lmomentum injectiohis to energize the retarded
A potential technique for accomplishing this is active flow contrdlow in the endwall region using momentum flux of the DSJ or
and this constitutes the overall technical goal of the work d&DJ as shown irfrig. 3.
scribed in this paper on the use of fluidic actuators to beneficially
affect the behavior of compressor tip clearance flow.
This paper is organized as follows. First we introduce the cogxperimental Setup
trol schemes explored in this paper. Then the experimental setup is
described. Experimental results and their analyses are discusse@troduction. A linear cascade has been designed and fabri-
subsequently. Finally we present a summary and conclusions. cated to be tested in a low-speed wind tunnel. Because of the
) ) _ cost-effectiveness and experimental simplicity versus rotating
Approach. Tip clearance flow control using the following rigs, cascade tunnels have been used to study tip clearance flows
three types of fluidic actuators mounted on the casing wall {Storer and Cumpsty5], Heyes et al.[6], Bindon [7], and
examined: normal synthetic j€NSJ; unsteady jet with zero netsaathoff and Stark8]). Moreover Khalid[9] pointed out the
dominant role of the tip clearance on endwall flow structure by
'Presently at Display Division, ILJIN Diamond, Korea. using a computational method eliminating different physical ef-

Contributed by the International Gas Turbine Institute and presented at the Intex i ; ; ; ;
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, JLEF%CI[S one at a time, which showed that for this Conﬂguratlon the

1619, 2003. Manuscript received by the IGTI December 2002; final revision Maréglative mOtiOD Of'the casing Wfi” or the endwall bo.undary layer
2003. Paper No. 2003-GT-38661. Review Chair: H. R. Simmons. skew results in minor changes in the endwall flow field.
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Table 1 Summary of cascade design parameters

normal synthetic jet
I’T;Odlflelld actuator Airfoil G.E. B rotor B tip section
streamline i Chord,C 0.190 m
"\1/"'/ casing wall Pitch, $ 0.177 m
/ Span,h 0.305 m
: = @_,[ . (S:amber g(ég
N i i tagger .9°
~— tip clearance Reynolds number =1.0x10°
/7 ] flow Inlet flow angle,5;, 62.7°
Exit flow angle, By, 51.8°
Diffusion factor 0.40
pressure suction —
side side el ective of each blade at 42% from the leading edge to allow operation
clearance at low Reynolds number without laminar separation. The outlet
rotation screen pressurizes the test section so that wall boundary layers can
1 | be removed by bleeding to atmospheric pressure through slots.
There are endwall bleed slots on the top and bottom walls near the

lllustration of tip leakage flow rate reduction scheme inlet_ of the test_seqtion as shown in the schem_atic. Periodicity is
achieved by adjusting the bleed ports on the sidewalls.
The jet actuator is attached to the endwall as showRign 4
Table 1summarizes the de- and sits in a sI_ot machined through the casing waII._The angle of
the two exit sidewalls downstream of the blades is set by the

sign parameters of the cascade test section, intended to be Yfiflispan exit flow angle as obtained from the MISES cdd8].
met_rlcally representative of a rotor tip section in a modern aer0- 14 assess the effects of actuation on the time-averaged perfor-
€ngin€ compressor. 'I_'he schematic of the_ ca_scade test sectiop,i$ce of the compressor cascade, total pressure is surveyed using
shown inFig. 4. The |n|¢t of t.he test section Is attached to .th Kiel probe in the survey plane, 5Cdownstream of the trailing

0.30 mx 0.30 m contraction exit of a wooden wind tunnel settlmge ge plane as shown Fig. 4 Thé Kiel probe with 3.2 mm outer
chamber. There. are f'Ve. blade contour S.IOtS on the bottom WHlameter head manufactured by United Sensor is attached to a
with the blades inserted into the test section from the bottom af{ .o avis TSI® traverse table model 9400. which has 0.01 mm
ition resolution with built-in backlash compensation loop. The

held by brackets underneath the bottom wall. s
Two blades are |nstr_um_ented with static pressure taps to Ch%i‘/ersing is programmed and performed automatically over the
the midspan loading distribution. All the blades are interchang rvey area (1 pitck 0.5 span) with a mesh size of {@itchwise
able and three central blades in the test section are cantilevere ai (spanwisg '
the roots to allow variable tip clearances. A 7 mm wide transition ;<o iotiec in each measurement are estimated by small-
strip made out of 50-grit sandpaper is glued on the suction Surfa§§mple methodKline and McClintock[11]) with odds 20:1 and
are presented as error bars in each data plot throughout the paper.

Fig. 1

Linear Cascade Wind Tunnel.

Flow Blockage. The effect of tip clearance size on pressure
rise is quantified by measuring the endwall blockage as a function

N N2
%Q’Q) ,bQ,Q’ of tip clearance size. The flow blockage is defined as
\9,36 \/@,3& Uy
A,= 1- dA.
Ux,edg
Low In computing the blockage from the total pressure loss coefficient
Momentum survey data, it is assumed that the survey plane static pressure is
Fluid uniform and equal to the exit static pressure measured with the
/ / taps on the casing wall and the flow is unidirectional in the direc-
Main .
adjustable

Main
Flow Flow

. . actuator attachedon .= /

Forced-Mixing Case endwall over blade tip .~ :

t

Baseline Case
iwinyi>,
T

——
|

Fig. 2 lllustration of mixing enhancement scheme
upstream flow conditioning
Streamw|se 790“0“ not shown camera .

momentum injection Pitot-static probe
flow \J QM
; /7( illumination

[ ~——— 1Y ] y
T 7
\ E more _— ’# ".
> uniform B P; survey plane 4
rs flow smoke tube /
momentum > i
> defect > side wall three central blades outlet screen /
> b bleed port with tip clearance !

Fig. 4 Schematic of cascade wind tunnel test section

Fig. 3 Illustration of streamwise momentum injection scheme
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Fig. 5 Endwall blockage measured 5% C downstream of trail-
ing edge plane versus tip clearance size. No actuation is ap-
plied.

Fig. 6 Schematic of the synthetic jet actuator used in the cas-
cade rig. Configuration of the normal synthetic jet (NSJ) actua-
tor with slit

gen made adjustable in the pitchwise direction as indicated in

tion of the mass-averaged exit flow angle near midspan predicl% . . ; -
by MISES. The axial velocity in the plane is then inlg_l._atlaéngFlg. 8. The dimensions of the actuator are summarized

Uy,=U,\(1— @—Cp o) COSBey. For SDJ actuation, the housing of the voice coil actuator and
X (1@~ Cp.ex) COSBex membrane is replaced with a plenum that supplies regulated shop

The endwall blockage is computed by subtracting the blockagé to the 12 holes on the plates. The flow rate into the plenum is
associated with the blade surface boundary layers from the tategulated using a pressure regulator and a needle valve and is
blockage: measured using a flow meter.

h

55X — Normal Synthetic Jet Actuation
2

The effects of actuation on the time-averaged change in tip

where 5% is the displacement thickness of the blade wake neglearance-related blockage and loss were determined and are out-
midspan andh is the length of the blade span. The endwall blockined in the following paragraphs. Specifically, we examine the
age versus tip clearance size is showirig. 5 where the endwall

blockage is normalized by the exit aréfs,,=sxh. The uncer-

tainty introduced by the assumption and the measurement erro
estimated for 3% clearance and the uncertainty bound with 959
confidence level is shown iRig. 5. The solid line is the least-

square fit of the data points. The endwall blockage increases 25?
proximately linearly with tip clearance.

The tip clearance-related blocked ard, g, is obtained by
subtracting the endwall blockage at @xclearance, i.e., the
y-intercept of the least-square fit line multiplied by the exit aremain flow
from the endwall blockagé, .,,. Changes in endwall blockage ———>
can be directly related to changes in tip clearance-related block:
and hence it can be used to measure the effectiveness of the flu
actuation on the reduction of the tip clearance-related blockage

Ab,ew: Ap—

DSJ actuator

Y R B B

/ .
S— 74- =

7

O

_ ing wall
% casing a{
DA S

clearance

AN

blade

Actuator. The schematic of the actuator used is shown i L.E. TE.
Fig. 6. This actuator is widely known as synthetic jet actuator ] ]
(Amitay et al.[12], Smith et al[13]) and it consists of a vibrating Fi9- 7 Schematic of the DSJ actuator mounted on the casing
membrane, a cavity, and a sifor NSJ or holes(for DSJ. There &
are three isolated synthetic jet actuators inline in the direction
normal toFig. 6. o . ' adqu \
The normal synthetic jefNSJ actuator has three straight slits
that are shaped to approximately follow the camberline of tt
blade (Fig. 4) while the directed synthetic j§DSJ) actuator has L-E-@
four tilted holes per actuatofl2 holes totgl that are directed
approximately to the chordwise direction and tilted by 25 de
from the casing wallFig. 7 and Fig. 8. The actuator covers the
first 70%C from the leading edge because most of the bene
associated with actuation is expected to be attained near the lead-
ing edge(Khalid et al.[14]). To study the dependence on pitchig. 8 Schematic of the directed synthetic jet  (DSJ) actuator
wise location of the actuator, the casing wall with the actuator hasunted on the casing wall showing the direction of the jet

jet

E.
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Table 2 Dimensions of synthetic jet actuator Scaling of NSJ Actuator Amplitude. The momentum coef-
ficient of the actuatotmomentum of the actuator jet normalized

Ei{g{ﬂg} \I,m?ﬁh j;%'%m%5_7 mrfincluding by the_momentl_Jm of the leakage flpig used as a measure of the_
mounting flanges actuation amplitude. The leakage flow momentum is approxi-

External height 56.1 mm mated based on the far upstream flow velocity. Although the mag-

Cavity volume per actuator 1.52<10* mn? nitude of the leakage jet velocity varies over the blade chord, it

Slithole plate thickness 3.18 mm scales withU., and is well approximated by.. for different tip

EIIE \;Vr'g;hp(glrse?ctuaws ) (1)62.24mr:#m clearance sizeBae[15]). The momentum coefficient is thus de-

Hole diameter(DSJ) 1.59 mm fined as

Hole length(DSJ 7.51 mm pU§ pea‘AJ

Hole area per actuat¢DSJ) 7.92 mnt Cc = :

Figure 10 shows the tip clearance-related blockage versus am-
plitude of actuation for two tip clearances. The NSJ actuator is
; . laced at a pitchwise location 02%25% pitch from the cam-
influence of four parameters: actuator ty{¢SJ, DSJ, or SDJ plac gt X
pitchwise location of the actuator on the casing relative to blad€rine of the center blade so that it is approximately over the
Yortex core. The blockagémostly dominated by that associated

tip location, amplitude of actuation, and frequency at which the: ™’ . X
actuation is applied. The parametric dependence of the ﬁ‘ﬁth tip leakage flow has been normalized by the baselln_e block-
of each clearance. The data set collapses onto a single curve

clearance-related blockage and loss on the actuation amplit the implication that th tuat " | th th
and frequency is assessed. The flow processes responsible for'ffig (N€ Implication that thé actuator momentum scales with the
leakage flow momentum. Most of the tip clearance-related block-

observed change in the blockage and loss are also identified. S . ;
age can be eliminated using the NSJ actuatdC at of approxi-
Effect of NSJ on Total Pressure Contours. Figure &) and mately 1.5.
(c) show the contour plots ab taken with two pitchwise locations  The endwall blockages taken with two upstream velocities are
of the NSJ actuator(b) directly over the blade tip anéc) ap- plotted against the actuator amplitudeRig. 11 The horizontal
proximately over the vortex cofeas indicated by the arrows. lines are the baseline blockages without actuation at each clear-
There is noticeable change in the contours for both locations coance(Fig. 5). The two data sets form a single trend when plotted
pared to the baseline ita). Quantitative measurements are disnondimensionally againgt,, . showing that the definition o€, ,
cussed below. appropriately reflects the dependence of the blockage reduction on
the far upstream velocity.

The actuator covers 70@from L.E. Therefore, the NSJ slits upstream of the DEp.endenC,e on qucmg Frequency of NS}]-The F"OCkaQe
survey plane are approximately over the vortex core, although the arrow project@duction achieved with the use of NSJ exhibits considerable sen-
onto the survey plane appears to be closer to SS than the core.

0570 02 04 06 08
y/pitch

o

0.1?
£0.2
o
@
N0.3 ss

0.4 (b) .

050 02 04 06 08 0570 02 04 06 08

y/pitch y/pitch

Fig. 9 Contours of @ measured 5% C downstream of trailing edge plane: (&) baseline without
actuation, 7=3%C; (b) NSJ directly over blade tip  (at 0% pitch ), C,, ,=0.88, F’5=1.0; (c) NSJ
over vortex core (at 25% pitch ), C, ,=0.88, F$=1.0. Arrows indicate pitchwise locations of NSJ
slits.
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< o 1=2%C 003 ---—--=------- =3%C
= N _ / <
<9”08 ®a < 1=3%C :r} p--—-—7~<-—-------- -1=2%C
Dt U’
~—
2 0.6 $002L g 952 _ - _ _____ _
< s 4 5 Ao ~=1%C
= o)
< a o
q_; 04' QO < t=U 7/
g o R =2%C, C,, =1.32
o 0.2r c —10, —
S o ) (a) =3%C, C, =0.88
0% ' ' ' 0% 02z 04 06 08 f
0 0.5 1 1.5 2 - : : :
. 2 2 =
amplitude, C,, . = (pUJ peakAy)/(PUiniC) reduced frequency, B =2nft/U,
Fig. 10 Tip clearance-related blockage versus NSJ actuator 0.04
amplitude. Actuator near the vortex core.  F£=1.0. il
<$ ——————————————— —1=4%C
siti\_/ity to the forcing frequency. Thus we rjeed to first _identifyf\; 003 - - - == == == === = —3%C |
define a reduced frequency parameter, which scales this sensi _°Ol 4
ity. It was suggested that the observed reduction in blockage <t ! o
associated with the instability of the shear layer developed at t g3 e---t-—-<¢-=-=-=-=--- —1=2%C
blade tip as in the mixing enhancement of two-dimensional wal % 0.02} !
bounded jetgKatz et al.[16] and Tsuiji et al[17]). If that is the £ ~ ~<F = -<L<g,<|-<— 5—©°----- -1=1%C
case, the frequency should scale with the height of the wall jet 8 ol o
the tip clearance size Figure 12 shows the frequency response& o¢o
of the endwall blockage taken with NSJ actuator placed at 257 0.01} 1 1
pitch. There are two data sets with two tip clearance sizeBign % ’ | o 1=2%C, CM =132
12(a), the tip clearance size is used to non-dimensionalize the & - ’
forcing frequency as follows: o (b) a4 1=3%C, Cu =088
0 A A A i
7223“_ 0 1 2 3 4

reduced frequency, FE=fC/U,;

The blockage is the most responsive when forceg at 0.05

~0.25. However, the troughs of the endwall blockage for the tweig. 12 Frequency dependence of blockage reduction with
data sets do not line up vertically as indicated with the dash@&wbJ actuator over the vortex core: (&) using clearance size 7;
line, implying that the flow mechanism is not related to the she#b) using blade chord C as length scale

layer instability.

In Fig. 12(b), the blade chord lengtl® is used instead of to

0.04 ' ' ' non-dimensionalize the forcing frequency as folldws
_______________________________ T=4%C fC

0.03 1=3%C §
< l The blockage is the most responsive when forced at a reduced
I < - t=2%GC| frequencyF{ of about 0.75 and the troughs of the endwall block-

age for the two data sets both nearly line up vertically.

1 A similar trend is obtained for data taken with the NSJ actuator

acting directly over the blade tip, for three tip clearances. Again,

the blockage troughs line up vertically at a reduced frequéticy

of about 1.0 when the blade chord length is used to nondimen-

sionalize the forcing frequenci/l5].

© Uinf = 8 m/sec It is deduced that the most effective frequency for blockage

4 Uinf =12 m/sec reduction using the NSJ corresponds to the periodic unsteadiness
of the tip clearance vortex. B4&5] put forward a hypothesis that

<
L Q
——————————— - IaGRERCEEEEEEEY S A

endwall blockage, Ay, ¢ /Aex
o o
o o
— N

0 ' ' ' the mechanistic origin of this tip vortex unsteadiness is analogous
0 05 1 1.5 2 ic ongi ip vortex unsteadiness
litude. C to the Crow instability associated with trailing vortices down-
actuator amplitude, n stream of wing[18].

Fig. 11 ) Endwall blockage versus  C, . with NSJ dir_egtly over 3The factor of 2r only appears in the definition ¢, . The above definition o8
blade tip. Data sets taken for two upstream velocities. T s typically used in the wall jet stability community, while thatBE is in the flow
=3%C, Fg=1.0. separation control community.
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0.04 : : : : . 0.07
X [TTTmTommmmommmmemmmmeoome--es =4%C| € §
% 0.03 w=3%C{ &
a l o 0.05r
< O o o Oo (o] le)
- e --—-——-————— - - - - - - 0, =
[} o) & © =2%C o 0.04F —o= _09 _______ Q _ —1=4%C 1
g 0.02t___9 ©00.° 18 %o e
% I e 'CB _______ Q- = 1°/OC [ 0 03 | (h J_ L=3 /OC_
O g_’ “r---—-—-—-—--=-=-=-=- 17=2%C
> =
= & 0.02f =1%C
g 0.01¢ *
S @
PSHSS. | | IPSF JLPsl 1ss _ _ PS
820 02 04 06 08 1 02 0 02 04 06 08 |
actuator slit location, y/pitch actuator slit location, y/pitch
Fig. 13 Endwall blockage versus pitchwise location of the NSJ 0.07
actuator. 7/C=3%, C, ,=0.88, and F{=1.0. N _A%C
72® 0.06¢ o -
. () T=3°/OC
@ 0.05}- - e it —2%C:
Dependence on Pitchwise Location of NSJ. The casingwall = = | - - - — - & - - - — - - = = = —1%C
with the actuator is adjustable in the pitchwise direction and tt g 0.04¢
survey of total pressure loss coefficient was carried out with va ©
ous pitchwise NSJ slit locationEigure 13 shows the dependence § 0.03f
of the blockage reduction on the pitchwise location of the N& 5 (b)
actuator with 3% clearance. The baseline blockage without ac o 0.02}
tuation is indicated with a solid horizontal line. The locations ¢ ©
the blades are indicated in the bottom of the figure. There are t _§'_<’ 0.01
local optimum pitchwise locations for blockage reduction: on £ ~°
right over the blade tip and the other over the vortex core. At the PS . SS . . . . PS
optimum pitchwise locations, the tip clearance-related blockage 0.2 0 0.2 0.4 0.6 0.8 1

reduced by about 66%, which is equivalent to the baseline ce

with 1%C clearance. The actuator amplitude and frequency we. .

: +

fl.xed atC“'T:O'SS andF ¢ :1.'0' The bU|k. flow process resr)On_Fig. 14 Endwall total pressure loss coefficient versus pitch-

sible for the blockage redu_ct_|on W'”.be. d'SCPsse.d 'at9r~ . wise location of NSJ actuator. 7/C=3%, C, ,=0.88 and F_
Total pressure loss coefficient variation with pitchwise location ; . (a) mass-averaged w; (b) stream thrust—a\';éraged (or fully

of the NSJ is shown irFig. 14. Figure 14(a) shows that the mixed-out ) c.

mass-averaged loss increases with actuation compared to the base-

line (the solid horizontal lingexcept for the data with the actuator

over the blade tip where it remains more or less the same. The the dist f . d i th
mass-averaged loss is largest at around (pR&h where the ens the distance for mixing and consequently increases the mass-

blockage reduction is locally largest as shownFiiy. 13 Tip averaged loss, although the stream thrust-averaged loss is not
clearance-related loss at 0.@Bchis increased by roughly 83% to ShangedSeeFig. 14 aty=0.25 pitch. .
the same level as the extrapolated baseline case withG&ear- | e blockage reduction with the NSJ actuator over the blade tip
ance.Figure 14(b) shows the stream thrust-averagéd. mixed- 'S @ combination of the two flow processes. As observed by Kang

out) loss vs. the pitchwise location of the NSJ actuator. The streﬁﬁ al.f[l9] th? NSJ actuatordgf?n reduce the a%ougf Cg thehleak?ge
thrust-averaged loss remains more or less the same as the basgffife 'O @ given pressure diiierence across the blade wnen It 1S
when the actuator is away from the blade tip. However, when t C?d over the blade tip. On_e can indirectly quan_tlfy the reduc-
actuator is right over the blade, the tip clearance-related stre4! In the leakage flow rate in the cascade experiment from the

thrust-averaged loss is reduced by about 33% so that it is the saﬁ{gam thru_st-a_veraged loss measurements shovﬁ1glr_114(b).
as the baseline case with Z¥%clearance. he reduction in the stream thrust-averaged loss with the NSJ

actuator over the blade tip is attributed to a reduction in the leak-
Bulk Flow Process Associated With NSJ Actuation. The age flow rate. The model of Storer and Cumg&)] suggests that

dependence of the blockage reduction on the forcing frequenfoy fixed midspan loading tip clearance-related loss increases lin-
excludes momentum injection as a source because the same tigsgly with the leakage flow rate. The 33% reduction in the tip
averaged momentum results in almost no change in blockagecktarance-related stream thrust-averaged loss shoWwigirl4(b)
frequencies far away from the optimum, as showFign 12 Two leads one to conclude that the leakage flow rate is reduced by
possible bulk flow processes associated with the NSJ actuataimout 33% due to the NSJ actuation over the blade tip. The 33%
can be suggested as responsible for the reduction in tip clearamegtuction in the leakage flow rate results in a 33% reduction of tip
related blockage: leakage flow reduction and mixing enhancglearance-related blockage and loss, which are proportional to the
ment. Kang et al[19] showed that the NSJ actuation does ndeakage flow rate, as summarized in the second roable 3.
change the leakage flow rate when placed away from the blade #hout half of the blockage reduction is thus viewed as due to the
Blockage reduction with the actuator over the vortex core is thimsakage flow reduction.
attributed to the mixing enhancement. Mixing enhancement short-As described in Bae et dl21], the NSJ actuator over the blade

actuator slit location, y/pitch
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Table 3 Effects of each flow process and their combined ef- 0.04 . . .
fects on tip clearance-related blockage and loss explaining ob- o
servations with the NSJ actuator over the blade tip -~ 1=4%C
<C
Mass- Fully ~ P —|— _no
Averaged Mixed-Out c%_ 0.03—= 1=3%C+
Blockage Loss Loss <-:Q o « .
Leakage flow o 1=2%C
reduction Decrease by Decrease by Decrease by (o)) ol 4 4q i
33% 33% 33% _sg 0.02r ___ o e Q. 1=1%C
Mixing i 1 - o
enhancement Decrease by Increase by Same f 8
33% 33% ® 0.01F o 4 NSJ |-
g o
Net effect i - '8 (0] o o DSJ
Decrease by Same Decrease by )
66% 33% 0
0 0.5 1 1.5 2

. 2 2

amplitude, C,, ; = (pU}] peakAs)/(pUinftC)
tip also brings about mixing enhancement with the other half of
the blockage reduction attributed to this effect. The net effects Big. 16 Comparison between DSJ  (placed near the pressure
the two flow processes on the tip clearance-related blockagetface of the blade ) and NSJ (placed near the vortex core ). 7
mass-averaged, and stream thrust-averaged losses are listegt 3P0 C. Both actuators at FE=1.0.
Table 3. The net effect on the mass-averaged loss remains the
same as a result of the compensating effect of the tip leakage flow

reduction and the mixing enhancement. In summary, both leakage ) _
flow reduction and mixing enhancement are responsible for théere the NSJ actuator is placed near the vortex core. The forcing

reduction in blockage with the NSJ actuator over the blade tip afi¢quency isF& = 1.0 for both. The DSJ actuator is about twice as

their contributions are roughly the same. effective as the NSJ actuator in reducing the endwall blockage for
a given amplitudeC,, .. In addition, at aC,, . of about 1.0, it
Directed Jet Actuation eliminates most of the endwall blockage, not only that associated

with the tip clearance flow but also that associated with the end-

Effect of DSJ on Total Pressure Contours.  Figure 13hows  wa|| boundary layer.
a representative result of the DSJ actuation compared with the )
baseline. There are substantial changes in the endwall flow. Dependence on Forcing Frequency of the DSJ.The block-

As with the experiments on the NSJ, the dependence on tage reduction with the DSJ is less sensitive to frequency than the
amplitude, frequency, and pitchwise location of the DSJ actuat¥6J. The variations in the data taken at two Reynolds numbers are
were determined. We also compare the use of a @fehdy di- l€ss than the measurement uncertainty and no significant trend in
rected jet against a DSJ to determine if steady injection of madthe frequency response is observed. This suggests that the change

mentum with the same time-averaged value as that from the Di8Jthe flow process due to the DSJ is different from that of the
yields similar benefit. NSJ. In particular it appears that the time-averaged momentum is

) more important than the unsteadiness in reducing the blockage
Dependence on Amplitude of DSJ. The response of the end-yith the use of the DSJ. Specific details on the flow process will
wall blockage with the use of DSJ actuation is compared with thgt discussed later.

with the use of NSJ actuation Fig. 16. The endwall blockage is

plotted against the actuator amplitude with each actuator placed aPependence on Pitchwise Location of the DSJ.  Figure 17
one of its most effective pitchwise locations for blockage redughows endwall blockage versus pitchwise location of the DSJ ac-
tion, i.e., for the case where the DSJ actuator is placed near thator. The actuator frequency and the amplitude are fixdefat
pressure side of the bladg < —0.04 pitch and for the situation =1.0 andC, .=0.88. A substantial reduction in the endwall

ot
° = %%
0.1
02 N/
& A
N0.3
™ ss PS
0.4 (b)
05y 02 04 06 08 05 02 04 06 08
y/pitch y/pitch

Fig. 15 Contours of @ measured 5% C downstream of trailing edge plane:  (a) baseline without
actuation, 7=3%C; (b) DSJ directly over blade PS (y=-—0.04 pitch), C, ,=0.88, Fg=1.0. Ar-
rows indicate locations of DSJ holes.
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0.07 T T
0.04 o FE=1.0, ClLl =0.88 — . "
, E % .06l o Fi=1.0,C =088
¥ [Tt =4%C| |3 Y U, T
< 73
= 0.03 o—-=a%c| & 0.05| (a)
ﬁ —
<. _______________________________ 1=29%C g 004 - - - - - - - - _ T—T=4‘%C'
% o -g J_ 1=3%C
_Sé“ 0.02r .. 1=1%C] g’ 003 _ _ _ _________ e = -1=2%C
________________ —19,
2 o 3 0.02f = P 1%C
= 0 0%0¢p
g 0.01f o © |l @ o
E: % o S 0.01f
c 02 0 PS SS PS
> . . . . .
PST.“ SS | . . _PS f 02 0 02 04 06 08 1
-0.2 0 02 04 06 08 1 actuator hole loction, y/pitch
actuator hole loction, y/pitch
Fig. 17 Endwall blockage versus pitchwise location of DSJ ac- 0.07
tuator. 7=3%C. wE [~ _|—_ -1t=4%C
18 0.06¢ 5T ©=3%C
S , B 00Bk - - —1=2%C1
blockage is achieved when the DSJ is located near the press @
side of the blade y=—0.04 pitch or the tip clearance vortex T g agF =~ = =~ = =~ = o— - — — —=1%C]
core. z
Figure 18 shows mass-averaged and stream thrust-averaged 'g o o o)
tal pressure loss coefficients. Unlike NSJ, the DSJ reduces botr @ 0.03f 00¢ o (b)
them significantly from the baseline when the DSJ is locate 5 ° o
within —0.08 pitch and 0.6 pitch. _g 0.02r
Comparison Between DSJ and SDJ. The measurements £ 0.01
with the DSJ actuation presented above have elucidated two g - o F'=1.0,C =0.88
pects to support the hypothesis that momentum injection is mair PS ) c " T

responsible for the observed blockage reduction with the use 0 * * * *

DSJ. The first is that the reduction is not sensitive to the actuati -0.2 0 0.2 0.4 . 0.6 . 0.8 1

frequency. The second is that the DSJ reduces both blockage -..... actuator hole loction, y/pitch

loss in the endwall region. SDdteady directed jetexperiments Fig. 18 Endwall total pressure loss coefficient versus pitch-

have been carried out to examine the hypothesis by establishwige location of the DSJ actuator  (7=3%C): (&) mass-

the bulk behavior, time-averaged momentum of the directed j@teraged ; (b) stream thrust-averaged (or fully mixed-out ) w.

and blockage reductiofrigure 19 shows the comparison betwee A : ot

the DSJ and the SDJ. Note tha, , of the DSJ has been time-nThe time-averaged flow power expended by the directed jets is

averaged(Bae [15]). The data essentially collapse to a single 1 — 1 3

curve verifying that the time-averageg, , is the important pa- 11,=(Qy0y) = 5 PAU;= 5 pAN(0.26X U] pead-

rameter in reducing the blockage with the use of directed jets. _ o _ )
Figure 19 shows that the tip clearance-related endwall blockthe factor of 0.26 in the above equation is from time-averaging

age can be completely eliminated using directed jets with a timée DSJ injection cycléBae[15]). The ratio of endwall loss re-

averaged momentum flux that is about 13 to 19% of the mome#uction to expended flow power, is thus

tum flux of the leakage flow. In other words, endwall blockage

can be reduced to the level of the extrapolated baseline with zero

clearance when directed jets are applied at a time-averaged mo- 0.04
mentum coefficient of roughly 0.16. <g ------------------------------- 1=4%C
Effect on Overall Efficiency. As presented above, all three \g 003 T =3%C
actuatorgNSJ, DSJ, and SD.&re capable of mitigating the end- & ° _|_
wall blockage associated with tip leakage flow. We now examine S e w2%C
the loss associated with the tip leakage. To determine whether the 2 o002 o
reduction in endwall loss with the use of directed jets results in an § """ orTTTmTmTmTmTm T t=1%C
improvement in the overall efficiency, the reduction in the endwall 5 e
flow power deficit must be compared with the flow power ex- T 001 o o DSJ
pended by the actuator. The endwall flow mechanical power defi- 3 o> > SbJ
citis s °p
My, e MinGeog, - % 01 o0z 03_04 05
Hdeﬁcit*T (Pi—P{)= T =Qinlxwey time-average amplitude, (C,, ¢)=0.28Cy, :
h Fig. 19 Comparison between the DSJ and the SDJ  (steady di-
—U., cosp; jq " rected jet ). Holes of both actuators are placed over the pres-
” g HrTew sure surface of the blade. +=3%C. DSJ at FZ=1.0.
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Fig. 20 Ratio of endwall loss reduction to expended flow
power of directed jet actuation at  C, ,=0.25. 100 0 0 0 0
g
T 8o (b)
nJ:AHdeficitx 100— (IL geficit baseling™ (Hdeficit)controlx 100(%), g
11, 11, <3 o
__Figure 20 shows the values ofy; for the DSJ and the SDJ at 2 % 60r
C,,-=0.25. Only about 16% of the flow power expended by th 2 o
DSJ and about 30% of the flow power expended by the SDJ i c;> 40}
regained in increasing the flow power measured G%own- & :_:
stream of the trailing edge planer in reducing the mass- 2 @
averaged total pressure lpsand the remainder is lost. Conse- 8 oot
quently, there is a net loss in the flow power with the use (@
directed jet actuation.
The difference in they; of the DSJ and the SDJ is because th 0

flow power scales with the cube of the jet velocity. The cyclic DS 1 2 3 4 5 6 7 8

has a peak jet velocity about twice the SDJ velocity for the san locity ratio. Us../U

time-averaged momentum coefficient. The amount of the redt _ velocity ratlo, Ujet'Upassage

tion in I 4e5i is the same for both the DSJ and the SDJ for a given ]

time-averaged momentum coefficient. Therefore, a highgof Fi9. 21 Estimated recovery rate of expended flow power:  (a)

the DSJ for the samATT 4 results in a lowery, compared to 25 function of relative angle between the jet and main flow; — (b)

the SDJ. as function of the velocity ratio for a fixed momentum injection
Even for the SDJy; is very low, when compared to boundary

layer separation control wherein active control benefits from great

leverage achieving about 1600% return on the input electrical

power to the actuataiMcCormick[22]). The ration; thatis well passage flow. The recovery rate of the expended flow power de-
below 100% in the current tip leakage flow control suggests thgfeases quickly from 100% as the velocity ratio increases and is
there is no leverage for loss reduction, which one can take advagos with a velocity ratio of 3.4for the SDJ. The remaining 54%
tage of, at least with the schemes considered in this study.  of the flow power is lost in the mixing process.

_ The two reasons for, being less than 100% aré) the rela-  Thys, the estimated overall recovery rate of the flow powger
tive angle between the directed jet and the main flow, @dhe considering losses due to relative angle and high jet velocity is
mixing process of the high velocity jet with the passage flow. We494 (=0.74x 0.46) for the SDJ; this accounts for the observed
can examine how much loss is attributed to each. To examine t% of 30% shown inFig. 20. The mixing loss associated with a
effect of the relative flow angle, it is assumed that only the j&figh jet velocity is the dominant loss mechanism of the present
flow power associated with the velocity component parallel to th@rected jet actuators. To increase the efficiency of the actuation
main flow is regained in increasing blade passage flow powgfhile reducing the blockage, the jet must be aligned with the main
Recovered flow power of the jet decreases with relative angle fsw direction and the velocity ratio must be reduced close to
shown inFig. 21(a). The relative angle in spanwise direction is 23nity. In particular, thez, of the present DSJ and SDJ can be

deg as illustrated ifrig. 7 and the corresponding recovery rate ismproved by reducing the jet velocity while keeping the momen-
74% of the expended flow power. In other words, 26% of the j@tim coefficient the same.

flow power is lost due to the relative angle between the jet and the
main flow.

Mixing between the actuator jet and the blade passage flow also
incurs lossU ; peqOf the DSJ is about 613.., andU; of the SDJ .
is about 3.4., at C, ,=0.25. Loss due to mixing between tWOSummary and Conclusions
streams with different magnitude of velocities can be estimatedControl of compressor tip clearance flows has been explored in
using a control volume analysis with the result shownFig. a linear cascade using three types of fluidic actuators: a normal
21(b) where estimated recovery rate of the expended flow powsynthetic jet, a directed synthetic jet, and a steady directed jet, all
is plotted against the velocity ratio between the jet and the bladeunted on the casing. The results are summarized as follows:
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1. The NSJ provides mixing enhancement only, or both mixing d.. = far upstream reference dynamic hea@i5pU?
enhancement and leakage flow reduction, depending on itsRQ: = Reynolds number U..C/ v
pitchwise location. The DSJ and SDJ actuators provide — pitch (spacing between blades
streamwise momentum enhancement. Consequently, all P pacing
three actuators result in a reduction of clearance-related Y = flow velocity
blockage. x = axial flow velocity '
2. For a given actuation amplitude, the DSJ and SDJ are ab&litedge = €dge axial flow velocity
twice as effective as the NSJ in reducing clearance-relatel} ,eax = Peak center velocity of synthetic jet leaving actuator
blockage. Further the DSJ and SDJ can eliminate clearance- slit (or hole
related blockage with a time-averaged momentum flux U, = reference flow velocity far upstream
roughly 16% of the momentum flux of the leakage flow. = pitchwise location
3. Effective pitchwise locations of actuator jets for blockage z° _ ascade inlet flow angle
reduction are near the blade tip or the clearance vortex core.’,"" _ d it i |
4. The decrease in loss is only about 30% of the expended ﬂow'gex _ cascade exit low ang'e .
power from the present SDJ actuator, which is the best P7 ~ reduced frequency2mfr/U, or 2zf7/U.. (in cas-
among the actuators considered. To improve the efficiency cade
of the directed jet actuation, both the direction and the mag- 6* = displacement thickness
nitude of the jet velocity must be made close to the main #7; = ratio of endwall loss reduction to expended flow
flow velocity. power
5. The period of the optimum unsteady forcing for the block- [T = flow power
age red_ucti(_)n with the use of NSJ is of the order of the 7 = tip clearance size
convective time through the blade passage. = total pressure loss coefficien(P, ..~ P\)/q..
The present work has the following implications on tip clear- wg,, = mass-averaged endwall total pressure loss coefficient
ance flow control in axial compressors: S
ew = Stream thrust-averaged endwall total pressure loss
* Actuations based on mixing enhancement and/or leakage coefficient
flow reduction are not as effective as those based on stream-
wise momentum injection. Acronyms
* Steady directed jet(SDJ is effective in reducing tip  NSJ = normal synthetic jet

clearance-related blockage at design and should be furthephgj —
explored for its potential benefit relative to compressor SDJ

stability.
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Nomenclature

Symbols
A, = blocked area due to blockage
Ap ew = endwall blocked area
Ay ip = tip clearance-related blocked area
Aeyx = blade passage exit are X s
A; = jet area
C = blade chord
C...- = momentum coefficiert (pU3 ,eqd)/(pU77) OF
_ (pU3 peal®y)/ (pUZ7C) (in cascadp
C,,, = time-averaged momentum
coefficient= (pU3A,)/(pU27C) (in cascade
f = frequency(Hz)
Fg = reduced frequencyfC/U.. (in cascadg
h = span(blade height
P, = total pressure
P.. = far upstream reference total pressure
Q = flow rate=AU
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Numerical Study of Unsteady
Flow in a Centrifugal Pump

Computational fluid dynamics (CFD) analysis has been used to solve the unsteady three-

dimensional viscous flow in the entire impeller and volute casing of a centrifugal pump.
Kitano Majidi The .results of the calculations.are. uged to pregjict the impeller/volute.interaction and to

obtain the unsteady pressure distribution in the impeller and volute casing. The calculated
unsteady pressure distribution is used to determine the unsteady blade loading. The cal-
culations at the design point and at two off-design points are carried out with a multiple
frame of reference and a sliding mesh technique is applied to consider the impeller/volute
interaction. The results obtained show that the flow in the impeller and volute casing is
periodically unsteady and confirm the circumferential distortion of the pressure distribu-
tion at the impeller outlet and in the volute casing. Due to the interaction between
impeller blades and the tongue of the volute casing the flow is characterized by pressure
fluctuations, which are strong at the impeller outlet and in the vicinity of the tongue. These
pressure fluctuations are died away in the casing as the advancement angle increases.
These reduced pressure fluctuations are spread to the discharge nozzle; the pressure
fluctuations are also reflected to the impeller inlet and they affect the mass flow rate
through the blade passagelDOl: 10.1115/1.1776587

Technische Universitaet Berlin,
Carnotstr. 1A,

D-10587, Germany

e-mail: kitano.majidi@tu-berlin.de

Introduction the design of the centrifugal pumps has already reached a level

Sinale-stage centrifucal turbo-machines are mostly desi nth t only through a detailed understanding of the internal flow an
9 g 9 y 9 '%I rease of the overall performance can be achieved. Due to the

with a spiral volute casing. The asymmetric shape of the SPIdrved passages inside the impeller and the volute the flow is to
volute and tongue results in a circumferential distortion of th e considered as three-dimensional. Additionally, since the flow

flow c_onditions at the outlet of the imp_eller. This _distortion iﬁ llowing blade passages as well as the volute casing interacts
espeC|a_1IIy p_ronounced at off-des[gn points. The circumferent th viscous boundary layers, secondary flows are generated.
non-uniformity of the pressure field causes unbalanced rad

: D “Fherefore, a correct simulation of the impeller/volute interaction

forces that must be considered by designing rotor-bearifgy ires the simultaneous solution of the three-dimensional un-

systems. _ _ steady Navier-Stokes equations in both the impeller and volute.
Due to the relative movement between impeller and volute cas-

ing the flow at the outlet of the impeller is strongly interaCtinQ:entrifugal Pump and Test Conditions

with the volute flow. The unsteady interaction between these com- ) ) o ) ) )

ponents generates pressure fluctuations, which are responsible fdrhe impeller considered in this study is a commercial one. It is

unsteady dynamic forces. These unsteady dynamic forces give §§éouded and has five backswept blades. The blade profile varies

to vibration of the pump components and generate hydrauff¢tween the hub and the shroud. The blade angle at the inlet varies

noises. The physics of the hydrodynamic forces and the reasond'8f 18.5 deg(from tangentigl at the shroud to 30.0 deg at the
the vibration and noise generation are extensively reportéti]in hub. The blade angle at the outlet is 23.5 deg. The single volute

Considerable attention has already been focused to study f#ing is unvaned. The shape of the single volute casing is de-
unsteady interaction in centrifugal turbomachines. Both expefilgned according to the theory of a constant average velocity for

mental and numerical approaches have contributed to the unddl-Sections of the volutéStepanoff[10]). The main dimensions
standing of the complex flow fluctuations due to the unstea d characteristic of the investigated pump and the test conditions

interaction. There are numerous examples of the experimental it this study are presented Table 1.
vestigations of which Arndt et al2], Kaupert and Staub]i3], and . .
Hagelstein et af4] are a representative sample. In addition, sorfdumerical Model and Computational Methods
numerical studies have been undertaken to capture the unsteadphe numerical simulations have been carried out using the
interaction and to predict the pressure fluctuations. Some of tbémmercial code CFX-TASCflow. The flow solver of the code
studies, e.g., Hillewaert and Van den Braembusg8fieconsider employs for incompressible turbulent flow the continuity equation
the flow as inviscid and some authors, e.g., Longatte and Kueayd the three-dimensional time-averaged Navier-Stokes equations.
[6], use a two-dimensional model. In recent years, improved corr this study, the eddy-viscosity assumption is used to model the
putational algorithms as well as hardware development have c@eynolds stresses. The eddy viscosity is determined by means of
tributed to enhance CFD capability. It is now feasible to use CHbe Standardk-« turbulence model. The walls are modeled using
codes for a realistic prediction of the complex three-dimensionallog-law wall function. The transport equations are discretized
turbulent flow in the entire pump and perform unsteady calculasing an element based conservative finite volume method.
tions see, for example, Zhang et |] and Gonzkez et al.[8,9]. The numerical calculations are carried out with a multiple
However, the knowledge about the unsteady pressure fluctuatiéir@sne of reference approach, whereby the impeller flow field is
and the unsteady blade loading is still not satisfying. Furthermoisglved in a rotating frame and the casing in a fixed one. The grid
for these two frames of reference should be generated separately.
Contributed by the International Gas Turbine Institd®TI) of THE AMERICAN ~ The employed code requires provision of structured or block-
SOCIETY OF MECHANICAL ENGINEERSfor publication in th_e ASME OURNAL.OF structured gridsFigure 1 shows the Computationa| grids used to
TORBOMACHINERY. Paper _presented at the Intemational Gas Twbine afhodel the impeller and the volute. Both of the grids are block
Aeroengine Congress and Exhibition, Vienna, Austria, June 13-17, 2004, Paper No. ! . X
2004-GT-54099. Manuscript received by IGTI, October 1, 2003; final revisiorstructured. The grid of the impeller models all impeller blades and
March 1, 2004. IGTI Review Chair: A. J. Strazisar. passages. In order to enhance a fully developed flow before enter-
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Table 1 Main characteristics of the investigated pump stator interface, i.e., that they change their relative position
through the calculation according to the angular velocity of the

g*z‘g‘g'oegmm impeller outlet diameter impeller. The reference change occurs as the flow crosses the in-
b,=72.5 mm Impeller outlet passage width terfaces; the appropriate transformation occurs across the interface
— without any interface averaging. The rotor/stator approach ac-
gg'zugezgarfr'r?g' Base circle diameter counts for the interaction between two frames. _
bsy=94.3 mm Volute width at the base circle  FOr the steady-state calculations the following boundary condi-

i : tions are assumed: At the inlet of the computational domain the
2939'7‘3%06”}(: s Mass flow rate mass flow rate, the turbulence intensity, the eddy length scale and
H246.68 m g Total head a reference pressure at one grid point are specified. It is assumed,
n=1482 rpm Rotational speed that the absolute velocity vectors at the inlet are perpendicular to
Ns=68 min ! Specific speed the inlet grid surface and point into axial direction. The turbulent

intensity was assumed to be 5%. Furthermore, the eddy length

Jest Conditions: scale was assumed to be 10% of the diameter at the inlet plane. At

(1) Mass flow rate=730.0 kg/s (m/Mmgp=1) - . h
(2) Mass flow rate=541.04 kg/s (M/My,=0.74) the outlet for all variablegwith exception of pressufea zero-
(3) Mass flow rate=978.2 kg/s (M/Mgp=1.34) gradient condition was assumed. Both in the fixed frame and in

the rotating frame the solid walls, i.e., the impeller blades, hub
and shroud, the casing walls and the walls of the suction nozzles,
are modeled using a no-slip boundary condition.
ing the impeller, some part of the suction nozzle is also modeled.For unsteady calculations in a previous study, the same bound-
Therefore, the inlet surface of the impeller was extended upstreaiy conditions as for the steady state calculations were assumed.
of the physical inlet region of the blades. The grid of the impelleFhe results are published {11]. Some authors, e.g., Gonzalez
is generated in 16 blocks, i.e., one block for the suction nozzlef al.[9] and Longatte and Kueri], suggested that the assump-
five blocks for the inlet region, one block for each of the fivéion of a fixed mass flow rate at the inlet of the computational
impeller passages and each of the regions connecting blade ginain is physically unsuitable for unsteady calculations and in
sages with the inlet surface of the volute. All of these sub grids aparticular for considering the rotor/stator interaction. Therefore, in
pinched H-grids. The grid for the impeller has 476,568 nodes. Tiiee present study for unsteady calculations the following boundary
blades are defined as solid bodies, therefore only 76% of thenditions are used: instead of a fixed mass flow rate at the inlet
nodes are active nodes. The grid of the casing is generated in @l total absolute pressure, and at the outlet the static pressure in
blocks, one for the volute casing and one for the discharge nozztesingle grid face are specified.
and has 356,664 nodes. The time step of the unsteady calculations has been set to
As already mentioned the numerical calculations are carried d@i0243 10™* seconds. This time step is related to the rotational
with a multiple frame of reference. The two frames of referencgpeed of the impeller and is chosen in such a way that one com-
are connected in such a way that for steady state calculations ghete impeller revolution is performed after each 200 time steps.
relative position of the impeller and casing does not changée chosen time step is small enough to get the necessary time
through the calculations, i.e., that the grids of the impeller and thesolution. The number of iterations in each time step has been set
casing are connected by means of a frozen-rotor interface. Ford. This number of iterations is in most cases sufficient to reduce
unsteady calculations the grids are connected by means of a rotbg maximum residuals by three orders of magnitude. The average
values of residualérms value$ reduce by four orders of magni-
tude. All parameter settings, for example the time step and the
number of iterations in each time step, have been retained un-
changed for all test conditions. The calculations are carried out for
four and half impeller revolutions, i.e., for 900 time steps, at the
design point—test condition 1—as well as for five impeller revo-
lutions, i.e., for 1000 time steps, at both off-design points—test
conditions 2 and 3. At each test condition at first a steady-state
calculation is carried out and the result is used to initialize the
unsteady calculation at this test point.

Results and Discussions

The results of the unsteady calculations are discussed for dif-
ferent nodal points which are shownkhig. 2 (the nodal points are
shown exaggeratedly big in order to distinguish thefine nodal
points are selected in one blade passgggssage Band in the
volute casing and in the discharge nozzle of the casing. In the
blade passage the points 1PM, 2PM, 1SM, and 2SM are located at
midspan of the passage, whereby the points 1PM and 2PM are
located at the blade pressure side at the inlet and outlet of the
blade passage respectively. The points 1SM and 2SM are located
at the suction sideR stands for pessure sideS$ for suction side,
andM for midspan). The nodal points 1VM and 2VM are located
in volute mdspan at different angular advancemeatsneasured
from the volute tongue. The nodal points 1TM and 2TM are lo-
cated directly at theongue at ridspan of the volute casing,
whereby the point 1TM is located at the impeller side of the

Impeller

Volute casing tongue(at ¢=0) and the point 2TM is located at the discharge
nozzle side of the tongue. The points 1DM and 2DM are located
Fig. 1 Grids of the computational domain respectively at begin and end of thischarge nozzle at idispan
364 / Vol. 127, APRIL 2005 Transactions of the ASME
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Fig. 2 Location of the investigated nodal points, as well as the

relative position of the impeller and volute casing at time =0 -0.11
(starting the unsteady calculations, initiated from steady-state :
solutions ) 1SM

of the casing. Furthermoré&ig. 2 shows the relative position of ..

the impeller and casing for steady state calculations as well as 0.0 40.0 800 Timelzo.o 160:0 mMS 200.0
time=0 of unsteady calculations.

Unsteadiness Inside the Impeller. In Fig. 3, the time histo- Fig. 4 Unsteady pressure distribution at midspan of the blade
ries of the pressure coefficie@tp at the investigated nodal pointspassage at 1/ mqy,~0.74
inside the blade passage are shown, where the time-average of the
computed mass flow rate closely captures the design mass flow
rate. By the set of boundary conditions used in the present gpis oo computed. The static pressure is normalized using a dy-

proach, i.e., total pressure at the inlet of the computational domzﬂgmic ressure based on the impeller outlet tip velocity:
and the static pressure at a single grid face at the outlet, the design P P P y:

mass flow rate can only roughly be adjusted. For the results pre- P— Pres
sented here, a time-average value of 734.1 kgi&(,,= 1.005) Cp= m @

0.704
1 1
| ; 2M , | | | 2pm |“‘
P f f I | l |
1] A { Py Fl Ao L {| | [ L
0.531 | I | i n 0.404 ) ! “L.‘HI’. ) ‘U{“L i\ ‘ “\,JI \“ , “ ‘;1‘
I W .»v..y J [ ““ L 1 o : % LA L. ‘r o 'w-.n ‘}
0.36 0.101 M‘“"ﬁd’;\m
1SM
Cp
0.19 -0.20
1PM
0.02 -0.50 \/‘\\\\/
-0.13 - 0807 700 0.0 1200 160.0 ms 200.0
0.0 3070 80.0 12000 160.0 200.0 . X 0 . X ; X
Time ms Time
Fig. 3 Unsteady pressure distribution at midspan of the blade Fig. 5 Unsteady pressure distribution at midspan of the blade
passage at m/mq,~1.0 passage at m/mq,~1.34
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Fig. 6 Unsteady mass flow rate through each blade passage ) o .
at m/ my,=0.74 Fig. 8 Unsteady pressure distribution in the volute casing at
mlmgy=~=1.0

As it can be seen ifrig. 3, the final periodic unsteady solution ) ) ) ]
is achieved after one impeller revolution, whereby each impell&€ suction sidénodal point 1SM compared to the corresponding
revolution needs 200 time step40,486 mg At the design point Vvalues on pressure sidaodal point 1PM can be observed. This
(Fig. 3) the calculations are carried out for four and half impellefesult indicates a negative blade incidence, which is actually typi-
revolutions, i.e., for 900 time steps. And at both off-design point§al for mass flow rates in excess of the design mass flow rate.
Figs. 4 and 5 for five impeller revolutions, i.e., for 1000 time Indeed, as already mentioned, the mass flow rate exceeds margin-
steps. ally the design mass flow rate.

According toFig. 3 negativeCp values at the inlet of the blade
passage can be observed. A nega@yerefers to a pressure that is
lower than the pressure at the reference point, which is selectec gy

the impeller eye. Furthermore, at the inlet of the blade passage
the immediate vicinity of the leading edge, a pressure surplus
Pg§§agel
215.07
209.0; 0.70
Passage 5
E]
& 203.0
£ 0.65
E Passage 1
=
E]
= 197.0
‘ Passage 2 0.60 : ! 1V
{ Passage 4
191.0
Passage 3
185 0'5§ 0 30,0 300 120.0 16070 _ms 200,0
0.0 40.0 80.0 Timelzo,o 160.0 ms  200.0 ® 2 ' Tlme ' * *:
Fig. 7 Unsteady mass flow rate through each blade passage Fig. 9 Unsteady pressure distribution in the volute casing at
at mimy,=~1.3 1M 1M =0.74
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Fig. 10 Unsteady pressure distribution in the volute casing at
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Figures 4 and 5show the time histories of the pressure coef
ficients in the blade passage at off-design paims,,~0.74 and Fig. 12 Unsteady pressure distribution at the tongue of the

m/myp~1.34, respectively. The phenomenonFiy. 3—a nega- casing at m/my,~0.74

tive blade incidence—can also be observedrig. 5, but much

more intensely. According t&ig. 4, representing a part load op-

eration point, at the inlet of the blade passage the pressure atftide as the trailing edge of the blade is approached. The Compari-

nodal point 1PM is higher than at the suction side nodal poigbn ofFig. 3 with Figs. 4 and 5 shows that the amplitudes of the
pressure fluctuations at off-design points are considerably larger

1SM.

ConsideringFigs. 3-5, it can be seen that the amplitude of thehan the amplitudes at the design point. However, the amplitude of

pressure fluctuations within the impeller passage grows in magtite pressure fluctuations at a mass flow rate higher than the design

2T™M

0.507

0.35 [

Cp

120.0

1600
Time TS

40.0 80.0

Fig. 11 Unsteady pressure distribution at the tongue of the
casing at m/mqy,~1.0
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Fig. 13 Unsteady pressure distribution at the tongue of the
casing at m/mg,~1.34
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Time step = 800 Time step = 810

Time step = 820
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TR g ‘ S R
Shroud | | Hub
¢ Secondary flow in the cross-sectional plane of the volute casing
Fig. 14 Pressure distribution at midspan of the pump (a), pressure distribution  (b), and secondary flow (c) in the cross-
sectional plane of the volute casing at angular advancement ©=60 deg at three different time steps at off-design point

(1M1 114 =0.74), [13]

point is obviously more critical. Comparing the pressure fluctughrough each blade passage varies with time according to the rela-
tions at the pressure sidrodal points 1PM and 2PMo suction tive position of the blade passage to the tongue of the volute
side (nodal points 1SMand 2SMreveals that in all operating casing. The periodic pressure distribution at the impeller-inlet and
points the amplitude of the pressure fluctuations on the pressorglet leads to a periodic flow, which results in a cyclic accelera-
side of the blade passage is larger than on the suction side. tion and deceleration of the fluid flow inside each blade passage.
Since the flow is incompressible, strong pressure fluctuations/ttthe upper part ofig. 7, the relative position of the passage 1
the impeller outlet caused by the interaction between the bladesthe tongue of the volute casing at time step zero as well as
and tongue of the volute casing, are reflected upstream to #weemplary at the begin and at the end of one deceleration and one
impeller inlet(see the pressure distribution for nodal points 1PMacceleration-phase are shown; they are linked to the correspond-
1SM). Thus, pressure fluctuations at the impeller inlet influendag points of the graph for passage 1. Deviations of the exact
the mass flow rate through the blade passages, as it can be sepeatability inFigs. 6 and 7are partly numerical. However, also
from Figs. 6 and 7 According to these Figs. the mass flow ratén a real pump an exact repeatability of mass flow rates through
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a Pressure coefficient in the cross-sectional plane of the volute casing
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b Secondary flow in the cross-sectional plane of the volute casing

Fig. 15 Pressure distribution  (a) and secondary flow (b) in the cross-sectional plane of the volute casing at angular advance-
ment ¢=260 deg at three different time steps at off-design point (] m 5 =0.74)

each blade passage at every impeller revolution can not beAccording toFigs. 11-13, the pressure fluctuations at the im-

achieved, since the initial values at each impeller revolution vapeller side of the tongue, nodal point 1TM, are strong and have
slightly. large amplitudes. At the discharge side of the tongue at nodal
point 2TM these pressure fluctuations have died away and thus,

Unsteadiness Inside the Volute-Casing. The time histories o onhjitudes of the fluctuations are considerably smaller.

of the pressure coefficiel@p at the investigated nodal points in
the volute casing and at the tongue of the casing are shown inContour Plots at Various Instances. The unsteady calcula-
Figs. 8-13, where both design and off-design points are takeions capture the interaction between the tongue and the blades.
into account. By Consideringigs. 8-10 it is evident, that pres- Figure 14(a) shows the contour plots of the pressure coefficient at
sure fluctuations assume most pronounced intensities in poittis midspan of the impeller at three different time steps. Accord-
located closest to the tongue, e.g., points 1VM, 1 TM. The ampiiag to this figure the tongue and the blades are interacting
tude of these pressure fluctuations die away with advancementstbngly. As each blade approaches the tongue, very strong pres-
¢ (2VM), but is still significant at the discharge noz£lddM). At sure fluctuations in the vicinity of the tongue can be observed.
the outlet of the discharge noz2DM) the pressure fluctuations These pressure fluctuations are propagated in the volute and are
have almost vanished. spread to the discharge nozzle. The fluctuations are also reflected
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0.061— wherep means the density of the fluid, is the impeller diameter,
m /m,, =134 andb, is the width of the impeller at the outlet. Applying E@)
to different test conditions, blade loading appears to assume—as

1
0048 h h | ‘ i expected—much larger values at off-design conditithg and
F " \ | ‘ ‘ ‘ N [ 0.74 mass flow ratigs According to Fig. 16, at off design
. /‘ “ \ “ | ‘ { ‘l | J “ H { ‘ w | M ) \ points—specially at 1.3 mass flow ratio—the amplitudes of the
0.034 = = ‘} SININ } I : fluctuations due to flow unsteadiness are equal to the average net
0.032 H ?1‘ ! \ | H ! \ ‘ blade loading values. This unsteady blade loading gives rise to

dynamic effects, which are one of the most important reasons of
vibration and hydraulic noises. In order to appraise the virtue of
the present unsteady computational approach with semi-empirical

l

:
il R AL
‘4"'\41,"1;““[‘;\* i

. iy "N il E‘ Pliityats |
. tyy \ H VUL | correlation given by Stepanoffl0] may be used. Stepanoff has
j SRR v Ll ; W /., =074 suggested that the radial thrust due to due to the nonuniformity of
QM\{%NW Mt ol o =4 the circumferential pressure distribution is a function of total
0.0 Vi ik o head,H, impeller diameterd,, impeller width,b,, and an ex-
0.0 40.0 80.0 .. 120.0 160.0 ms 200.0

Time perimental coefficienk,

Fig. 16 Unsteady blade loading at different test conditions Fradial St ~K,pgHd,b, ©)
radial_stepano r .

The coefficient, depends on the operating point and reaches

. . . ) ~its maximum at shutoff:
in the impeller and are spread to the inlet region. Paytdf this

figure shows the distribution of the pressure coefficient at the m \2

cross-sectional plane of the volute casing at the advancement K;,=(0.36---- 0.6)[1( - ) } (4)
angleg=60 deg at the same time steps as in pajt (n order to Mopt

distinguish the pressure fluctuations, the minimum and maximum

values of the color scale of contours remain in all the time steps omparing normalized time-averaged loading val(fég. 16)
the same. It means contour level scales are consistent between, erical calculations appear to be less responsive to off-design

time steps. It is to distinguish that at different time steps the pressngitions. On the other hand, the coefficient in E).is more or
sure fluctuates stronglycolors vary strongly, but the pressure |ass uncertain in the setup considered here.
gradients in the cross-sectional plane remain in all time steps eﬁ-

most the same, at all the time steps there are two pronoungegnclusion

minimum value regions in the pressure distribution of the cross- ) ) ) )

sectional plane. These pressure gradients are arising from the pad-n€ results obtained show that the flow field in the impeller and
sage curvaturécentrifugal forcel and they are in combination volute casing of centrifugal pumps is periodically unsteady. It was
with boundary layers responsible for the secondary flows in t§@nfirmed that due to the interaction between impeller and volute
volute casing. Since these pressure gradients do not vary wi@SiNg the flow is characterized with pressure fluctuations, which
time, the secondary flow, shown in pad)(of Fig. 14, does not &re strong at impeller outlet and at the vicinity of the tongue. The
vary too. The secondary vectors are the projections of the cald@l9e amplitudes of the pressure fluctuations at impeller outlet and
lated velocity vectors onto the investigated cross-sectional plaiféongue region die away in the casing as the advancement angle
The centers of the vortices of the secondary flow in paytdor- Ncreases. These reduced pressure fluctuations are spread to the
respond to the two pronounced minimum value regions in Fmrt(dlscharge nozzle and are reflected to the impeller inlet. Using the

of the figure. The high velocity core in the cross section is drivefsteady pressure distribution inside the impeller, unsteady blade

by the impeller. loading, which is one of the .most important reasons of V|brat|pn,
In Fig. 15, the pressure coefficient as well as secondary ﬂowas_calculateq. The comparison of the numerical results obtaln(_ad

velocity vectors are depicted in a cross-sectional plane of the cithis study with the published experimental results show a quali-

ing at an angular advancement of=260 deg. By considering tative good agreement of the results considering the behavior of

Fig. 15, it is obvious that pressure fluctuations die away witfhe unsteady pressure fluctuations.

increasing angular advancementthe colors remain in all time

steps almost unchangedn this cross-sectional plane only onelNomenclature

deficit region can be observed and correspondingly the secondary b, = outlet passage width of the impeller

flow has only one vortex. As already mentioned, the secondary Cp = pressure coefficient

flows are caused by pressure gradients perpendicular to the flow d, = outlet diameter of the impeller

direction, whereby the pressure gradients depend on the passage,_ ., = radial force(blade loadingy

curvature; they vary according to the shape of the cross-sectional p = pressure

plane and according to the local radius of the spiral volste, u, = impeller outlet tip velocity

for example[12)). p = density

Blade Loading Results. Using the calculated pressure distri-
bution in the impeller, the magnitude of blade loading can WR€ferences
estimated. To calculate the blade loading the static pressure was] Gilich, J. F., 1999Kreiselpumpen, Ein HandbucFirf&ntwicklung, Anlagen-
integrated over the entire surface of the blades. The unsteady pres- planung und BetriebSpringer, Berlin.

P : : : ; :d2] Arndt, N., Acosta, A. J., Brennen, C. E., and Caghey, T. K., 1990, “Experi-
sure distribution results in an unsteady blade loading, which Is{ mental Investigation of Rotor-Stator Interaction in a Centrifugal Pump With

shown inFig. 16. The blade loading is normalized using the fol- Several Vaned Diffusers,” ASME J. Turbomactil2, pp. 98—107.
lowing equation: [3] Kaupert, K. A., and Staubli, T., 1999, “The Unsteady Pressure Field in a High
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ach.,122 pp. 22-31. Company, Malabar, FL.

[5] Hillewaert, K., and Van den Braembussche, R. A., 1999, “Numerical Simula-{11] Majidi, K., 2003, “Numerical Calculation of Impeller/Volute Interaction in a
tion of Impeller-Volute Interaction in Centrifugal Compressors,” ASME J. Tur- Centrifugal Pump,”Proceedings of the 5th European Conference on Turbo-
bomach.,121, pp. 603-608. machinery Fluid Dynamics and Thermodynamigp. 597—-606.
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Thermoacoustic Modeling of a
Gas Turbine Combustor Equipped
With Acoustic Dampers

Valter Bellucci
Bruno Schuermans

Dariusz Nowak In this work, the TA3 thermoacoustic network is presented and used to simulate acoustic
pulsations occurring in a heavy-duty ALSTOM gas turbine. In our approach, the combus-

Peter Flohr tion system is represented as a network of acoustic elements corresponding to hood,

burners, flames and combustor. The multi-burner arrangement is modeled by describing
ALSTOM (Switzerland) Ltd, the hood and combustor as Multiple Input Multiple Output (MIMO) acoustic elements.
CH-5405 Baden-Dittwil, Switzerland The MIMO transfer function (linking acoustic pressures and acoustic velocities at burner

locations) is obtained by a three-dimensional modal analysis performed with a Finite
Element Method. Burner and flame analytical models are fitted to transfer function mea-

Christian Oliver Paschereit surements. In particular, the flame transfer function model is based on the time-lag con-
Technical University of Berlin, cept, where the phase shift between heat release and acoustic pressure depends on the
D-10623 Berlin, Germany time necessary for the mixture fraction (formed at the injector location) to be convected to

the flame. By using a state-space approach, the time domain solution of the acoustic field
is obtained. The nonlinearity limiting the pulsation amplitude growth is provided by a fuel
saturation term. Furthermore, Helmholtz dampers applied to the gas turbine combustor
are acoustically modeled and included in the TA3 model. Finally, the predicted noise
reduction is compared to that achieved in the engii2Ol: 10.1115/1.1791284

1 Introduction usually employed to describe the burner transfer function by

. . . . means of burner “end-correction’measuring hood and combus-
In gas turbines operating with lean premix flames, the supprqa—r air mass oscillations inducerg by burngr air fluctuatjosusd

is:or(n)fo ];r?ecocL(l)Sr::Eszlif)?]tlo?gclzsin;?g?giﬂ;tiirugﬁt;di;?ethﬁtqu oss coefficient” (measuring the acoustic dissipation in the
Y O P Ipt' h i grity urne) [7]. The flame transfer matrix describes the interaction
engines. Fressure puisations may occur when acoustic resongiiieass petween periodic heat release and an acoustic field. For

frequencies are excited by heat release fluctuations indepen g9h premix flames, the sensitivity of heat release fluctuations to

on the acoustic_field“loudspeaker” behavior of the fIar_r)eHeat equivalence ratio oscillations may represent a strong feedback
release fluctuations can also be generated by acoustic ﬂucwat'ﬂ%?hanism. In theime-lag approach, equivalence ratio oscilla-

in the premixed stream. The feedback mechanism inherent in Syfq are generated at the fuel injector location and then convected
a process may lead to combustion instabilities, the amplitude @f e flame, this time-delay depending on the fluid dynamic field
pulsations being limited only by nonlinear effedtamplifier”  pepyeen the injector and the flarfie-5]. The combustion system
behavior of the flame _ _ stability is analyzed by determining the network eigenfrequencies.
To predict the acoustic field generated in gas turbine combyg-jinear and stable networks, pressure pulsation is also predicted
tors, the combustion system may be lumped into several elemeptshe frequency domain. In general, pulsation spectra may be
(e.g., hood, burners, flames, combustor, cooling channels, eigtained in the time domain by introducing nonlinearities to limit
that are combined in ghermoacoustic networkl—6]. This ap- the growth of pressure amplitudé,5].
proach has the advantage that different network elements are modn this work we present th&A3 thermoacoustic network used
eled using different acoustic models. In particular, annular hooglsr  simulating the thermoacoustic response of a GT11N2
and annular combustors may be represented by means of appraxiSTOM heavy-duty gas turbine. A3 the hood and the com-
mate analytical solutions of the wave equation. Multi-burner apustor are represented by means of three-dimensional FEM modal
rangements are simulated by modeling the hood and combustoeggansion. For thel —¢ representation of burners, the end-
Multiple Input Multiple Output(MIMO) elements, described by acorrection is obtained by FEM applied to a combustor/burners/
transfer function linking acoustic pressures and acoustic velocitigsod model and the loss coefficient from impedance tube acoustic
at burner location§2—4]. A more accurate prediction of the hoodmeasurements. The flame is modeled as a gas dynamic disconti-
and combustor is obtained by using Finite Element Methodsiity whose transfer function is measured in an atmospheric com-
(FEM) [5,6]. When the geometrical extent of burners and flamesustion test rig. A time-lag model of the flame transfer function is
is small compared to acoustic wavelengths, only plane wafi¢ted to the experimental data. All the network element models
propagation may be considered. This “compactness” assumptiare formulated in the time domain using a state-space representa-
restricts the application of the network approach to the lowion and interconnected to obtain the model of the entire network
frequency regime. Compact burners and compact flames agstem[8]. The stability analysis is then performed by computing
treated as two-port elements, where acoustic pressure and acoub#csystem eigenfrequencies. The time domain solution is obtained
velocity upstream and downstream of the element are coupley including nonlinear saturation of the heat release term.
linearly via a four-element transfer matrix. An—¢ model is In addition to the above feature$A3 can also simulate the
effect of Helmholtz dampers applied to the combustion system for
Contributed by the International Gas Turbine Instit@TI) of THE AMERICAN  SUppressing acoustic pulsations. A Helmholtz damper consists of a
?OCIETY OF MECHAN:DC;LelrENGrIZSE:rﬁLOfgtubtlLC:ti?:tz ri:]\;tf;gnQISMGEaOSURTT;\E"?g . volume with a neck through which the fluid inside the resonator
Aerosngine Congress and Exhbiion, Vienna, Austia, June 1317 2004, Papernﬁgmmun'cates.w'th an external medid#j. In combustion appli-
2004-GT-53977. Manuscript received by IGTI, October 1, 2003; final revisiofzations, a cooling flow must be maintained through the resonator
March 1, 2004. IGTI Review Chair: A. J. Strazisar. in order to prevent overheating. When applying a resonator to an
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Fig. 2 Thermoacoustic network elements

Fig. 1 GTLIN2 ALSTOM gas turbine c?V2ih+ wh=0, @)
V¢-Ai=0 orV boundary. 4)

. he acoustic damping is directly introduced in E&). by means
enclosure, the resonator resonance frequency is tuned to the the modal damping coefficieat Therefore, as a solution of the
quency of the elgenfrequency to be damped_ n the gnclosure. rasl problem(3)—(4) both eigenfunctions and eigenfrequencies are
effect of the damper is then to replace the original elg'enfrequen%/al functions. The modal expansion approach does not include
with two new acoustic modes, whose pressure amplitude may #l%an flow effects, such effects are considered negligible because
made very small by appropriately tuning the resonator damp'%?the small flow Mach numbei,, and w, are obtained numeri-

[10,11. Therefore, for a specific eigenfrequency the use of Helm; :
holtz dampers enhances the stability of the system by increagil’gﬁzvgyir? prinm:,? FEE'\ljlgti]r(ﬁ h?;gsa?ﬁ eaeigr(?tbgsrgtri orno]%ilare
the modal damping. In the present work, Helmholtz dampers ap- g- = Y

) - =00, However, a limited number of modédepending on the fre-
plied to_the GT11N2 combu_stor are acoust_lcally m_odeled an_d 'HUency range of intergsts generally sufficient to represent the
cluded in theTA3 network. Finally, the predicted noise reducuor}wetwork element
is compared to that achieved in the engine. '

2.2 Burners. Acoustically compact burners are described
by the 2x 2 transfer matrixT defined by the expression

Tll T12
T21 T22

ﬁlﬁ% transfer functioW (w) linearly relates acoustic pressure and
acoustic velocity on both the sides of the one-dimensional acous-
tic element. The burner transfer function has been measured in the

2.1 Hood and Combustor. Hood and combustor are mod-atmospheric impedance tube shown in Fig. 4. The test rig consists
eled by means of FEM modal analysis applied to the real geom-
etries. However, the only openings modeled on the boundary sur-
face are those corresponding to burners and resonators. Theref
both hood air supply channels and combustor exit are assun
acoustic closed boundaries. This assumption is motivated by 1
large area jump between air supply channels and hood and by
large flow Mach number at the combustor exit. By assumir
acoustic wavelengths much larger than burner and resonator
mensions, the acoustic presspreand normal acoustic velocity;
are assumed uniform on the opening argacentered on the
boundary aK; (see Fig. 2 The acoustic unknowng; and{; are
expressed by making use of Green’s functions and modal expi
sion[9]. It reads as

2 Thermoacoustic Modeling of Engine

The GT11N2 ALSTOM gas turbine is shown in Fig. 1. On the P2/(p2C2)
top of the silo combustors, both EV17i premix burngtg] and 0,
Helmholtz resonators are mounted. The thermoacoustic respo
of the engine is simulated by means of &3 network including a
hood, burners, flames, a combustor and resonators.

p1/(picy)
0y

. (5)

By =1@pC?G (%) X Al (1)
where the Green’s functioB(X; ,X,) is defined as

’ﬂn()—()j ) ‘pn()—()k)

W0’ 2iwa—w?)’

N
G %0= 2 iy @
with An:fvlpﬁdv. In our notation, the acoustic velocity is de-
fined as positive when its direction points outside the volum
Equation(1) describes the MIMO system relating tKevelocities
to theK pressures at volume openings. The eigenfunctignand Fig. 3 Example of combustor mode  (left) and hood mode
eigenfrequencies,, are the solutions of the problem (right )
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Fig. 4 Impedance tube test rig

of a hollow steel tube with a circular cross section. The tubecity, no significant{ variations were observed. The measured
diameter ensures that plane wave propagation occurs inside #mel-correctiork. reported in Fig. 5 is a function of the test rig area
tube for frequencies below the maximum of inter@sit-off fre- changes upstream and downstream of the burbé To obtain
quency. The burner is mounted on the impedance tube flange afié end-correction for the engine geometry, FEM &A® simu-

an air flow may also be introduced to simulate the engine burnggions of the combustion system model including the hood, burn-
speed. Several loudspeakers emitting pure toned frequency sigeas and the combustor are performed. Then, the burner end-
at various frequency intervals are used for the acoustic forcinggrrection of the TA3 model is tuned to obtain the same
The response to this excitation is then measured using a”aysei{fenfrequencies of the FEM model. The FEM combustion system
microphones mounted along the top side of the tube. Acousficyqe| is shown in Fig. 6 together with the acoustic mode corre-
pressure and acoustic velocity upstream and downstream of iy, qing to the engine pulsation pe@eterminated later in this
burner can be calculated from the microphone data using rk). Note that in spite of the complicated geometry, the accu-

yﬁgi}gﬂricrrggggnihgﬂiﬁggg Egbt;grr]lzrif(;rne@ég?ret;%n:r: dt:j%rﬁﬁrracy of the FEM burner modeling is proved by the FEM transfer
" 9 function also reported in Fig. 5. The result of this end-correction

stream of the burner, respectivelg obtained from Eq(5). In our TR - . Lo
approach we locate both sections 1 and 2 at the burner exit, i. e}!lbranon is illustrated in Fig. 7. The end-correctlon calibration
es not account for flow effects, in agreement with the small

the burner is modeled as an acoustic discontinuity. An example itivity sh by i q b ts with t
measured magnitudes of burner transfer function elements is pensitivity snown by impedance tube measurements with respec
iiyfhe burner speed.

ported in Fig. 5. Magnitude and phase measurements show
the burner transfer function may be expressed by means of th& 3 Flames. The thermoacoustic dynamics of the EV17i

L—¢ model[7] burner flame depends on the several physical mechanisms affect-
1 ipoL+plu ing the heat release procefsel injection, mixing, convective
T= 0 1 . (6) and diffusive transport, flame stabilization, chemical kingtics

The flame transfer function is the crucial element to perform ac-
Note that contrary to the hood and combustor, mean flow effestgrate thermoacoustic simulations. In our approach, we measure
are taken into account in the burner model. The pressure loss tdlame transfer functions using the atmospheric combustion facility
£ obtained from impedance tube measurements is also emplogdwn in Fig. §1]. The test rig consists of a plenum chamber and
in engine simulations. In the range of variation of the burner ve combustion chamber, respectively, upstream and downstream of

Abs(T11) Abs(T12)
2.0 40 .
."“
10 == 2.0 RN
0.0 0.0
Abs(T21) Abs(T22)
1.0 2.0
0.5 1.0 e e -
o -Mm-
0.0 femmmmstenssi=n 0.0
0.20 0.70 1.20 0.20 0.70 1.20
normalized frequency normalized frequency

Fig. 5 Magnitude of burner transfer function terms. Dashed line: impedance
tube measurements; solid line: FEM simulation
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also as a sound source independent of the acoustic field. To model
the acoustic source behavior of the flame, a frequency dependent
source terrrS:[Sp,Su]T is added to the right-hand side of Eq.
(5). The termS=[S, ,S,]" is modeled by measuring in the com-
bustion test rig the frequency spectra of the combustion noise
term. Then, a transfer functid®y is fitted to the magnitude of the
combustion noise frequency spectra. Finally, the source term is
obtained by filtering a randomly generated time signal with the
transfer functionS,. Both the flame transfer function and the
source term measurements are performed under atmospheric con-
ditions in a broad range of variation of the burner speed and the
flame temperature. An example of the flame transfer function
measurement is reported in Figs. 9-10.

The measured flame transfer functions also give more physical
insight into the interactions occurring in the flame. A theoretical
expression for flame transfer functions is obtained starting from
the acoustic jump relations written for planar flames in low-Mach
number flows. They reafl5] as

Po=p1 (7)
Fig. 6 FEM model (left) and example of the acoustic mode L T, Q ol
(right ) of the combustion system U,=0,4+Uuq T_l -1 6 - E . (8)

In Eqg. (7), the coefficientT, defined in Eq.(5) is zero. On the
the burner. The acoustic boundary condition of the exhaust systeantrary, Fig. 9 shows thaT ;| is different from zero in the low
can be adjusted from almost anechdieflection coefficient frequency region. However, in this frequency region the accuracy
<0.15) to open end reflection. Controlled excitation of the burn®f measurements is lower and frequencies are lower than the low-
flow is accomplished by a circumferential array of loudspeakergst frequency of interest for engine spectrum predictions. By ne-
Pressure fluctuations are measured using water-cooled micgtecting flame speed fluctuations, heat release fluctuations are ex-
phones. Like for the burner, the Multi-Microphone Method is usepressed afle]
to obtain the transfer function of a zero-thickness flda@ustic

discontinuity located at the burner exit. However, the flame acts Q _ p1 n \?f,l ©)
Q p1 Yin
25 - By f_issuming i_sentropic flow upstream of the flame, density fluc-
' tuations are given by
Oacoustic network . .
> 21 | XFEM PP (10)
o P11 YiP1
] y
§ 15 - Fuel mass fraction fluctuations at the injector location are given
;q;) PR by
N 3 A~ o
g o e &:_ﬂ__pi (11)
<] glmg Yi,i U vip
c
0.5 - .
K where we have assumed that the fuel mass flow rate is much
a smaller than the air mass flow rate. Furthermore, fuel mass flow
0 : : : . rate fluctuations have been neglected in Ed) because of the
0 10 20 30 40 large injector pressure drop. Following the time-lag approdagh,

is convected by the mean flow to the flame during the time delay
7 necessary to fluid elements to travel from the injector to the

Fig. 7 A comparison of combustion system eigenfrequencies: flame. Therefore, one has
FEM vs network results

mode number

Combustion Coqling
Hr Speakers Bumer J“A'r @ Speakers
J \ o
7 Adustable !
= XX L,
\ TFFT -

1 1 1 1
Fuel \Water-cooled / @

Supply Microphones

Fig. 8 Combustion test facility for flame transfer function measurements
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Fig. 9 Flame transfer function magnitude. Solid line: measurements; dashed
line: analytical model.

vz 7, . plied by the hood and enters the resonator through an opening
T b gmieng= (12 w?0? (12) located on the resonator volume. The neck mouth communicates
Yia  Yi, directly with the combustion chamber. Both the resonator neck

where is the standard deviation of the Gaussian distribution nd volume are modeled as ducts where plane acoustic wave
time delays[16]. The time delay distribution accounts for effectforopagation occurs. The relation between acoustic impedances at
due to distributed fuel injection, non planar flame shape and tirfé/Ct extremities 1 and 2 in Fig. 11 is given 7]

delay diffusion. The values of and o are generated from fits to

experimental transfer functions. By employing valuesraid o

dependent on the burner speed and flame temperature, a good b ker —ker KET + . — kel
agreement between an analytical model and measurements is ob- p e —e ) +Z(eT e )

tained for all the EV17i operating conditions. Figures 9—10 show Z,= KT o KTy 1 7. (KT g KTy (23)
the comparison for one of the burner operating points. (e € )+ Z,(e € )
2.4 Helmholtz Dampers. A schematic of a cooled GT11N2
Helmholtz resonator is shown in Fig. 11. The cooling air is supvhere thel factor is given by the Kirchhoff solution
Arg(T11) Arg{T12)
2
0 Moy
2 -
I I | I | | I [ | I | |
Arg(T21)
1N
N
2 - 0
- [
o ] |
SRR
b 1 ' ! 1
] ]
2 - : ' 1 :
o N L oy -
| | | I | | | l | | | 1
0o 065 10 15 20 25 0o 05 10 15 20 25
normalized frequency normalized frequency
Fig. 10 Flame transfer function phase. Solid line: measurements; dashed line:
analytical model.
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frequency of pulsation peaks. The growth réte., the eigenvalue
imaginary part determines the stability of the system. Usifg3

Cooling pulsation spectra are also computed by post-processing the time
Flow domain solution. The time domain representation of @g|.cor-
responds td second order differential equations relatini§ 2n-
knowns. Noting that a differential equation of any order can be
represented as a system of first order differential equations and
that all the terms of the Green’s functi¢®) have the same poles
Resonator ,, Eq.(1) can be expressed in the time domain bstae-space
Volume formulation consisting of R+ K first order differential equations
in 2N+ 2K unknowns. It read§8] as
2 Resonator ay .
- Neck E=Ay+ Bu’, (15)
W @ p=Cybu’, (10)
1 where
_ T
vyl
p’:[pl! "'lpK]T! U’:[Ul, "'luK]Tv
Fig. 11 GT11N2 cooled Helmholtz damper
0 -—w,
0w, —2a
pois [t (14) A= ’
=i+ — — .
v2Sh JPr 0 -,
The area jump between the neck and the resonator volume is 0, —2a
modeled by forcing the continuity @i and 0A. Furthermore, at 0 0
neck ends an additional transfer function must be considered to
account for end-resistance and end-reactance. The end-resistance — (XA, — i1 (X)) Ak
is due to the area change pressure drop. The end-reactance ac- B
counts for the fluid mass inside the combustor that is involved in - '
fluctuations by the air fluctuating inside the neck. The correspon- 0 0
dent transfer function is expressed by Ef), where the end- -~ ZIA _ 2 A
correction and pressure loss coefficient are functions of cooling AL IO Ak
flow velocity, area expansion and frequeridy]. The Helmholtz U (Xy) Un(Xy)
dampers were also tested in the impedance lab under atmospheric 0 A 0 AL
conditions. Figure 12 reports the comparison between measured pc? 1 N
and computed reflection coefficients for a GT11N2 resonator with C= 2 : : ,
cooling flow throughout. 0 (%) 0 In(R)
. A A
3 Thermoacoustic Network ! N
D=0.

The combustion system elements are assembled together in the

Thermo-Acoustic 3dimensional (TA3 network written in the The state-space representation is also used to model burners,
MATLAB environment18]. Using the frequency domain formula-flames and resonators. In particular, the flame model contains a
tion employed in the previous section, the stability analysis of thgne delay term and is of infinite order in time domain. In order to
combustion system is performed by computing the eigenvaluesadfoid systems of infinite order, the time delay is approximated by
the resulting linear system. The real part of eigenvalues gives th@adeapproximation The entire system can now be modeled by

Resonator Reflection Coefficient

12 180
\ 120
! 60 o
8 g
£ b
3 ¥ h—N_.\‘\ \\ / 0 %
[} ]
€ g4 \ / 50 &
0.2 —— magnitude \ 120
—— phase \
0.0 180
0.20 0.30 0.40 0.50 060

nomalized frequency

Fig. 12 Reflection coefficient of GT11N2 cooled resonator.
Solid line: analytical model; triangles: impedance lab measure-

ments.

Journal of Turbomachinery

interconnecting all the outputs of the subsystems to the inputs of
their “neighbors” (see Fig. 2 Special care is taken to ensure that
the system is causal and stable. The source terms in the flame
module provides the external excitation. Unbounded amplitude
growth in time is avoided by non-linear fuel saturation, that is
introduced by applying the functiod to fuel mass fraction fluc-
tuations of Eq.9). It reads[5] as

Yiq(t) if Y1 (O1< Y im
sign Yi (01 im if [Y11(0]>Ys jim

The computational time for a single spectrum simulation is in
MATLAB Of the order of 0.5 min.

H{Yf,,l(t)}:

4 Results

The TA3 GT11N2 model has been used to simulate baseload
conditions. Both engine anbA3 spectra reported in Fig. 13 were
obtained without employing any resonator tuned at the pulsation
peak frequency. The atmospheric flame transfer function was em-
ployed without any pressure scaling, assuming the natural gas

APRIL 2005, Vol. 127 [/ 377
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ments (one-dimensional from the point of view of the internal
acoustic field The burner transfer function has been measured
and fitted to arL — ¢ model. To obtain the burner end-correction
for the engine geometry, a method based on the Finite Element
Method analysis of the “cold”(i.e., without flame¢ combustion
system has been proposed. Flame transfer function measurements
have permitted us to identify equivalence ratio fluctuations as the
main mechanism responsible for acoustic-flame feedback. The
acoustic elements have been assembled inT&k@network and

the time solution has been obtained. The experimental—-numerical
combined process behind tHA3 network leads to very fast and
accurate engine spectrum computation. In particular, the correct
prediction of the effects of acoustic dampers applied to gas turbine

1.2 [
§ 16 = = ‘Engine spectrum
= - —TAS simulation
g 0.8
(i
5
2 06
g
o
- 04
8
T o 5N -
E \wM‘\f\\,_). & A L
2 o ¢V \a S\
0.25 0.75 1.25 1.75 225

combustors have been demonstrated.

Nomenclature

normalized frequency

(-) = mean flow quantities

Fig. 13 GT11N2 spectrum without resonators at peak fre- ('/)\' = acoustic perturbations

quency: engine vs TA3 network. (-) = Laplace transform of acoustic perturbations
A = cross sectional area of burners or resonators
c = speed of sound

chemical kinetics independent of pressure. The fuel saturation pa- G = Green’s function

rameterY; i, of Eq. (17) was fitted to the engine spectrum, lead- H = fuel saturation function

ing to an accurate pulsation amplitude prediction over the fre- k = wave number=w/c

quency range of interest. After having calibrated the model, K = number of openings on hood or combustor

different engine operating conditions could be successfully simu- ¢ = length of resonator ducts

lated without any variation of the calibration parameters. In par- L = end-correction

ticular, Fig. 14 show§A3 and engine spectra for an engine con- A = outward normal vector

figuration with resonators tuned at the pulsation peak frequency. N = number of acoustic modes

Also in this case, a good agreement between simulations and mea- p
sured spectrum was achieved. The pulsation amplitude reduction Pr
with resonators is about 50%, showing the effectiveness of using Q

Helmholtz resonators for gas turbine acoustic damping.

5 Conclusions

The TA3 thermoacoustic network has been presented and ap-
plied to the prediction of pulsation spectra in a heavy-duty
ALSTOM gas turbine combustor. The use of the thermoacoustic
network approach has the advantage that the different network
elements may be described by different acoustic models singularly
validated. Therefore, a Finite Element Method description of the
hood and the combustor accounted for the geometrical complexity
of the two elements, the physics being described by the wave

pressure
Prandtl number
heat release per unit area and time

Sh = shear number JwAl(7v)

T = temperature.

T = transfer matrix

u = normal flow velocity

V = volume of the hood or combustor

X = coordinate of burner exit or resonator neck mouth
y = state variables

¢ = fuel mass fraction

Z = acoustic impedance normalized pyg

acoustic damping coefficient
specific heat ratio

equation without mean flow effects. In the low-frequency range,
burners, flames and resonators have been treated as compact elex

12 |

55 = = ‘Engine spectrum
' —TA3 simulation

0.8

0.6

0.4

0.2

normalized pressure amplitude

0.0
0.25

normalized frequency

Fig. 14 GT11N2 spectrum with resonators at peak frequency:
engine vs TA3 network.

378 /| Vol. 127, APRIL 2005

I' = plane wave attenuation factor
{ = pressure loss coefficient
» = mode normalization factor

v = kinematic viscosity
p = density
o = standard deviation of distribution
T = time delay
¢, = acoustic mode
o = circular frequency: 27 - frequency
w, = acoustic eigenfrequency
Subscripts
1 = acoustic element upstream section
2 = acoustic element downstream section
i = injector location
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Experimentally Verified
Numerical Optimization of a
Three-Dimensional Parametrized
marc 6. Nagel | Turbine Vane With
Ralt-D-Bater § Nonaxisymmetric End Walls

MTU Aero Engines

Aerodynamics Turbine/Compressor (TEAD), A three-dimensional optimization procedure on the basis of a transitional Navier-Stokes
Dachauer Str. 665, code has been developed and tested. It allows complete three-dimensional parameteriza-
80995 Munchen, Germany tion of the flow channel for improved engine component design. Both the aerofoils and the

end walls are three-dimensionally parameterized to permit full design control over the
wetted surface. The end wall curvature is in fact controlled by the superposition of an
axisymmetric and a nonaxisymmetric parameterization. The target comprises profile and
secondary losses. The optimization procedure was applied to a low-loss turbine vane and
resulted in an aerodynamic design with considerably reduced losses. Vanes and end walls
were then manufactured according to this optimization. The high-speed cascade wind
tunnel measurements performed on these parts confirm the computational results.

[DOI: 10.1115/1.1773848

Introduction Three-Dimensional Design Space. The three-dimensional

. . . L design space for the flow channel of a blade row of a turboma-
Improving aircraft engine component efficiencies beyond then

high level already achieved by aerodvnamic means is an am line is on principle established by the parameterized wetted sur-
19 ady : ! Dy aerody . Tace. It comprises both the blade surface and the surface of the
tious task, which requires innovative ideas and methodologic

nulus.
approaches.

A o tion is t ke full f th i The blade surface can be described by two-dimensional aerofoil
promising suggestion IS {0 make [ull use ot the geome ”C%!ﬂapes, parameterizable by various methods, in combination with

degrees-of-freedom available in aerodynamic design. In the 19 radial stacking function for these two-dimensional sectibits.

first studies were cqnducteq to investiggte e.g. traditionally Ng-shows the parameterization of an aerofoil section split up by
glected annulus design options for the improvement of aerofgy . spline functions.
performance. Twenty years ago even nonaxisymmetric annuluSsigure 2 gives an overview of the most important three-
contouring has already been proposed. In many of these invegfinensional blade shaping possibilities. Various combinations of
gations attempts were made at designing aerofoils and end wallsse stacking laws are common practice.
independently of each other. In some papers, annulus contouringigre 3 summarizes the possibilities of flow channel design. It
was assessed positively, whereas others claimed it to be disadv@igtinguishes between axisymmetric and nonaxisymmetric annu-
tageous. An explanation for the contradictory opinions is that iis profiling. Nonaxisymmetric end-wall contouring within the
some investigations initially a front loaded aerofoil was transoyy offers the freedom—as the sketch shows—to choose noncon-
formed by end wall contouring to an aft loaded aerofoil whiclinuous circumferential functions, whereas platform contouring
resulted in a subsequent positive rating. In others the rating w@st in front of the row has to satisfy certain continuity conditions.
negative as an aft loaded aerofoil was found to be simply over- . ) o
loaded. Scope. The scope of the project described in this paper covers
The appropriate methodological approach is an integrated dB& computational generation of innovative shapes. This concept
sign of both aerofoil and annulus shape. With the resulting eR@ses on in the first impressive steps in the optimization of tech-
larged design space, however, the calculation effort increases cBif2! Systems. In the late 1960s, some innovative fluid mechanical
siderably for two reasons: first because of the higher-dimensioffgVices; f“ke a nozzle folr tvv_or;phaseTfrI]OV\g have besn _de(sjlgned by
search regions and, secondly, because the quasi-three-dimensiBIEa"S Of optimization algorithmfl]. The designs obtained were

methods can no longer be used. Instead, time-consuming thrggpumely new and absolutely unexpected from the human design-

dimensional methods are required. This new task with search %_s point of view. Decisive for the results was the combination of
!

erations in a high-dimensional design space is not particula N explorative search based on the principles of biological evolu-

- ) . ) ion and the use of experiments with adaptive walls within the
suitable for engineer-in-the-loop type approaches. Numerical 0(§)|:')timization loop. An even more elegant approach would be to

timization IS thgrefpre needed, .Wh'Ch. has a!ready found widgy oose a flow configuration, which inherently fulfils a minimisa-

spread application in aerodynamic design. This paper presents f functional as the ice formation method doksy

systematic mastering of the complexity of a fully three- tpo 5ihors of this paper followed a similar approach: First

dimensional pa.rameterlzatlpn by computational means, WhIChtFﬁey wanted to create new advantageous blade row geométries

the result of a five-year project. this case algorithmicallyand secondly, analyze and understand

_ ) _ ) the innovative configuration. In the absence of obviously experi-
Contributed by the International Gas Turbine Institute and presented at the '”‘ﬁ‘l'entally modifiable aerofoil and end-wall contours. the flow had

national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, Juge . . X " X Ny

16-19, 2003. Manuscript received by the IGTI December 2002; final revision Mard® D€ simulated. This required an additional validation step for the

2003. Paper No. 2003-GT-38624. Review Chair: H. R. Simmons. simulation process. Another particular difficulty was that, due to
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= n
,,/ﬁ concave
S
1
Fig. 1 Parameterization of aerofoil section
i |
limited computing resources only NL@onlinear programming ,//
was employed, instead of explorative search strategies like ( .
(genetic algorithmy ES (evolutionary strategy or SA (simulated 15 /_/ /
annealing. — —JC, *
N _ —— . /
End-Wall Profiling. One of the first proposals to reduce sec| *\ -
ondary flow losses by using non-axisymmetric end walls is pr e _,/31
sented in[3]. The basic idea is to reduce the pressure gradig T——
Fig. 4 Curvature design by Bischoff  [3]
3D blade shaping (stacking) ) ) .
e between suction and pressure sides at the wall by compensating
— . .
a0 g the convex curvature of the blade’s suction side by a concave
#f”/f e N curvature on the wallFig. 4).
dihedral sweep Since then a couple of papers dealing with nonaxisymmetric
Py Py end walls has been published, with the topics ranging from HP
. L . NGV via LP cascade and rig investigatiorjgi—7]. The latter
- S - e B . . 0 .
lean bow forward backward claims stage efficiency improvements by at least 0.5%. The basic

idea of Bischoff, i.e., to influence the transverse pressure gradient
by shaping the end-wall curvature, was taken up successfully by

’ i bt [8]
— m:.'..
o Optimization Process
2 .

Sl dwcin The backbone of the optimization process is an unconditionally
stable evaluation chaifFig. 5). The most important elements are

Fig. 2 Some principal radial stacking procedures described below.

) The complete optimization system was built up with tools and
el e C ey processes appropriate for three-dimensional engine component

G Tl design.

7 non-axisymmetric r=f{z )
7 e

cargymiarentiph direchiss

Search Algorithm.  The numerical optimization algorithm is a
g single element in the process chain. A well-established gradient
T method, i.e., the SQP-method DONLP2 in ANSI-C implementa-
outside of row  tion has been usef9]. The gradient computations are performed

in parallel on different processors.

g Flow Solver and Meshing. The simulation code used is the

extensively validated RANS 3D compressible transitional Navier-
Stokes solver TRACE-S, which is the result of a joint develop-
ment of the Institute of Propulsion Technology of the DLR Co-
logne and MTU Aero Engines in Munich. It should suffice to

Fesis S describe the features of TRACE-S in short, since more detailed
descriptions of its performance are available for examplE1oy.
Fig. 3 Basic flow channel design options TRACE-S is a block-structured, finite volume code with implicit
Journal of Turbomachinery APRIL 2005, Vol. 127 / 381
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F Y . .
rraw alrfil axjal glfom blade gecenatry . hub rrid tip
ot I : i —d reration -
i :TS it onall dreamiines 2D-design
| parameter
mesh gererdion ™
¥
3 circumferantial-
piatf dern corteuring Yrub Ghub Ymid [9rmid
L 3 R
fangut funsiion "—l st processing |“—{ i'!urmhur Fig. 6 Radial parameterization of two-dimensional aerofoil
sections

Fig. 5 Optimization process . . ) .
the upper curves iiirig. 7, which consist of two spline segments

each. The arrows again symbolize the stretching factors for sur-

] ) o o ] ) face control. A change of the axial end wall contour leads also
time integration in combination with a Roe-upwind scheme. Thg 5 change of the blade shape, due to the blade definition on
code is vectorized and able to use shared as well as distributggbamilines.
memory parallelization. Circumferential end wall contouring is achieved by multiplica-

From the available turbulence models the: model was se- tjyely composing two univariate functions to obtain a bivariate
lected for optimization and the Wilcdi w two-equation model in - contour modulationAr (¢,z), which is dependent on the circum-
low-Reynolds version with compressibility extension for fingerential and axial coordinate within the royd.3,14. A shape
mesh recalculations. The equations are time-discretized>b 2 fynction fs, which is prescribed between suction and pressure
block-implicit time stepping. The transition model employed igjges, controls the curvature in circumferential direction, whereas
based on the modified correlations of Abu-Ghannam and Shawo-called decay functioiy, prescribed on both suction and pres-
[11]. For information about the implementation Jé€). sure sides on hub and/or casing leads to a modulatioaqual to

The computational mesh consists of two blocks. The vane Uparg at the inlet and outlet of the rofiig. 8). This approach has
der investigation is discretised with one O-type grid around th@ie advantage that it limits the additional design variables to a few
aerofoil and an H-type grid for covering the major part of th@ssential onesir (¢,z) is transformed from a rectangular compu-
channel. To resolve the boundary layer the dimensionless Waitional domainAr (y,x)=f(y)-fp(x). Figure 9 gives an ex-
distancey * on the aerofoil of 1, was selected. ample of this composition in the computational domain where the

Geometry Generator. The geometry consists of three parts.decay function itself is composed of two functional parts.

the blade generator, the axial platform, and the circumferentialpostprocessing and Target FunctionThe target function is
platform contouring parts, existing as different modules for theomposed of a weighted addition of various absolute post-
time being. processor results, where the integral flux averaged loss, calculated

~ The blade geometry is defined on two-dimensional blade sagy the flow solver, accounted for the major part. The difference
tions along streamlines. On the individual streamlines each blade

section consists of a base frame of a quasi-blade chord with a
length and a stagger angle and two short segments at the er~~
Symmetrical circuit sections are placed over both ends. The an
of the short segments corresponds to the angle of the leading e
and the trailing edge, respectively. The segment lengths cor
spond to the leading edge and trailing edge thicknesses. Betw:
the compound points 1 and 2, a spline describes the suction-s
shape(Fig. 1). Between the compound points 3 and 4, a splin
specifies the pressure-side shape. At each compound point
slope, the curvature and the aspect ratio parameters of slope
curvature can be influenced. The symmetrical slopes of the cun
at points 2/3 and 1/4 represent the wedge angles at the leading
trailing edge, respectively. Thus a targeted possibility to influen:
the shape of the pressure and suction-side geometry is availabl
the user. All influencing parameters are nondimensionalized vi
ues, which give the designer a feeling of proportions irrespecti
of the actual size of the blade.

The parameters controlling the shape of an aerofoil section il
in Fig. 1 are radially linked by an additional radial parameteriza
tion to ensure a radially smooth three-dimensional bigdg. 6).
In this case the decision was made in favor of fifth-order poly
noms(six variable$. The polynoms for the blade section param
eters were modified by the value and the slope at hub, tip, anc
selectable point in between. The three-dimensional blade shap | | |
controlled by these geometry variables. ' ' '

The axial end-wall profiling is shown iRig. 7. On the basis of 2
the quasi-three-dimensional annulus contour the shape and curva-
ture of the end wall can be controlled locally as can be seen from Fig. 7 Axisymmetric end-wall profiling
382 / Vol. 127, APRIL 2005 Transactions of the ASME
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shape function f;

decay funclion f,

Fig. 8 End-wall profiling between suction and pressure sides

B

L]
-H-"-

t/1 =0.799

between calculated outflow angle distribution and secondary flc
free S2 outflow angle distribution is useful for estimation of th Ma,
secondary flows. The maximum derivation and the integrated at
between the two curves to cover oscillations as well as the s¢
ondary kinetic energySKE) are considered to a small extent. Tc
maintain the same blade loading during the optimization cyc |
boundary conditions are defined. The most important is comp |
ance with the integral flux averaged outflow angle in circumfe
ential direction. With a S1 postprocessor evaluation criteria for tt ™'
blade pressure distributions on the streamlines are calculat
Their application is useful as wide open boundary conditions
restrict the search area inside the area of validity of the employ
numerical models, for example. The analysis of these values on
streamlines soon result in numerous aerodynamic boundary c
ditions. Thus, the optimization of the new technology is not ac
versely affected.

Optimization Test Case

The numerical optimization system for engine component in
provements could best demonstrate its performance by an exp | |
mental validation allowing precise and highly significant measurc
ments. Therefore a large-scale linear cascade for a high-speed
wind tunnel has been chosen as test case. It is noted that the
design coordinate system and the experimental one differ, since

the experimental results are given in Cartesian coordinates. %?Ete a pure aerodynamic optimum. Subseguently the geometrical

comparisons both systems are brought_lnto_ acpordance. Usmgh%nges could be big, which was desirable from a testing perspec-
cascade as test case has some further implications. There wag 0 < -0 “this truly challenged the design system. Though the
heed to include structural constraints offering the chance to 958sults would not be directly transferable to a multistage compo-

nent it was expected to computationally generate new ideas for
secondary flow reduction.

Ar ¢ The aft loaded aerofoi(T106) derived from a low-pressure
Decary function Ar.(x) for pressure sde turbine has been selected since it is considered as a good reference
ﬂ - x

Fig. 10 Reference Cascade T106

and starting point and moreover allows comparison with the ear-
lier work of [15]. Exhaustive investigations on the base line cas-
cade are reported if6].

Figure 10 shows the original prismatic aerofoil. In order to
obtain a realistic acceleration ratio both end walls, in contrast to
the original design, are divergent by an anglenef 15 deg. See
Fig. 11 for the installation in the large-scale cascade High-Speed
Cascade Wind Tunnel of the Universitaler Bundeswehr
Munchen.

& Shapa function Ar (v

PS y

LE

Numerical Optimization

o The flow solver TRACE-S accepts only boundary conditions in
Ar cylinder co-ordinates. For this reason, the midspan of the wind
tunnel cascade was modeled quasi linear on a radius of 10 meters.
The symmetry of the cascade permitted the performance of nu-
merical calculations for half-span only. The flow channel was dis-
cretized by an OH-topology calculating mesh with 160,000 nodes
(half-span. The integral flow evaluation was performed numeri-
\/ cally (last grid plang¢ and experimental at/l ,,= 1.5. To provide a
Decay function reg{x) for suction side basis for the optimization the cascade had been parameterized by
pre-processors. To achieve an axial contouring of the casing wall
Fig. 9 End-wall contour modulation in a rectangular domain between blade, inlet plane and outlet plane, the radius and the

Ar
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Fig. 12 Loss minimized flow channel  (Airfoil: T106Dopt )

Results

Loss-Minimized Flow Channel. The automatically gener-
ated, optimized geometry T1060pt is shownFig. 12 and Fig.
13. This geometry was calculated with a fine mé8fi5 k grid
. nodes for half-span, before the cascade was manufactured. All
numerical results shown in the following are the outcome of this

T calculation. The shape is strongly three-dimensional to counteract
e s ol the three-dimensional flow effects. As the focus was on an integral

R i S
e improvement, the geometry does not show the stacking of optimal
two-dimensional blade sections, but an ideal three-dimensional
solution. Near the end wall the suction side is bulged outwards.
The suction side is longer than the pressure side, due to the non-
axisymmetrical end-wall contouring. This must be considered
when looking at the profile pressure distributions. The integral
flux averaged outflow angle in circumferential direction remained
within the limited interval. The mass flow is almost identical to
the mass flow of the original starting cascade geometry.
slope of the interference point of the parameterization were en- . ) )
abled. With an S2 calculation 21 streamlines were defined throughcomparison With the Measurements. For the experimental
the blade passage. The streamlines were concentrated toward<ffiysis the optimized blade was instrumented on four sections.
casing sidewall. The blade shape is defined on these streamlihg€ POSition and the shape of the sections can be seligirid.
with the outlined parameterization above. ogether with the end wall instrumentation, 137 static pressure

The blade sections were stacked over the trailing edge. In or&%PP'”gs were incorporated. In the wind tunnel, static pressure

to modify the blade shape at the leading edge, the parameter
wedge angle, the leading edge angle, and the thickness were ep-
abled. The parameters enabled for the trailing edge were wec
angle and trailing edge angle. The spline on the suction side
controlled by the aspect ratios and the curvature of the slope
point 1 and 2. The pressure side was controlled only by the asp
ratio of the slope at point 3. The stagger angle was enabled
control the flow angles in circumferential direction at the outle
plane. All these variables of one blade section normally gener
six variables via the radial parametrization for a full blade. Her
only the values at midspan, at the tip and the slope at tip w
essential as independent variables, because of the symmet
wind tunnel application. A possible modification of the radi
shape of the stacking curve in circumferential or axial directi
was not enabled to allow the design effects to be examined wil
out lean or bow. Additionally, at the tip wall, one bump was pa
rameterized for nonaxisymmetric platform contouring.
As variables of the bump the start and end positions on t
suction and pressure side were enabled. Also, the flathess at
middle interface points and the amplitudes of the interface poi
in radial direction on the suction and the pressure side were
leased. The shape function was fixed as a half cosine. In total,
geometry variables were enabled at reasonable intervals betw,
fixed upper and lower limits. These variables constitute t
degree-of-freedom of the optimization task.
About 70 boundary conditions for the optimization were de
fined in total. The flow solver calculations during the main fung
tion calls were parallelized on two processors, all other calcul
tions ran as single processor jobs. The optimization of this cascd
comprised 82 main function steps, including the starting poi
Overall 542 target function evaluations were executed \kith
turbulence model and transition criteria on the suction side. Fig. 13 Aerofoil T106Dopt

N

Fig. 11 Cascade T106 in HGK wind tunnel
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measurements using these pressure tappings were performed.
outflow of the cascade was measured by a five-hole probe. 0 0.2 0

In Fig. 15 shows the numericallines) and the experimental
(symbolg cp-distributions of the four sections, where the midspan
shows increased loading. The transverse pressure gradient at/e16 Radial distribution of the outflow angle in circumfer-
end wall(section 4 is markedly reduced. The same applies to th@ntial direction  (106D: initial; 106Dopt: optimized )
secondary. Despite the somewhat exceptional static pressure dis-
tributions, the agreement between numerical and experimental re-
sults is rather good. tion. The integral losses in total pressure of the optimized geom-

The radial distribution of the outflow angle in circumferentiaktry were reduced by 22% relative to the starting cascade. The
direction is shown inFig. 16. The achieved improvement is re-secondary kinetic energy SKE was reduced by 60%.
flected by the fact, that overturning could be almost eliminated. In Fig. 19 shows the oil-paint pictures of the suction side of one
The interval between over and underturning is clearly smaller. Théade(front, reay and the end wall at the design point. Examina-
peaks have moved towards the end wall. In the radial loss disttien of the end wall picture must consider the non-axisymmetric
bution this behavior is reproduced. The starting geometry showead wall contouring which is hardly visible. Due to the longer
distribution of a highly loaded turbine cascade. This is amplifiesuction side, the end wall area near the suction side shows a
by the divergent end walls. strong depression.

The optimized cascad@ig. 17) exhibits a shifting of the loss  In the end-wall picture, a half-circle shaped flow separation far
region towards the end wall and a lower loss peak. The decreagzstream of the leading edge is visible. This separation develops
in secondary flows leads to a homogenized outfi®se also due to the strong divergence of the end wall, which is similar to an
[13]). overcritical diffusor. Another reason is the potential effect of the

The comparison of experimental and numerical results for thdade leading edge active upstream. The separated material flows
outflow atx/l ,,= 1.5 is shown irFig. 18. The position of the loss in a wide arc on both leading edge sides into the end-wall depres-
centres and even their values are well represented by the calcula-

TTTT

-uﬁ T 7
: 6‘:&&; : é; * 58 s
: / 5\ 2}&,\%& I - T T106 numerical \ NG
& -0.2 3 - o T106 opt experimental O
o & / /] bth;,:n--— ﬂ"}_%: ‘é_'- T106 opt numerical %

u:r: ,j‘}/ /‘{ _ i{r‘ﬂ

a.
1 & i & I 1 A A Fl I I & A A 1 I\I -'“I
0 0.25 0.5 0.75 1 0.8 i
mli
Fig. 15 Comparison of profile pressure distributions Fig. 17 Radial loss distribution (106D: initial; 106Dopt:
numerical /experimental in four measurement planes optimized )
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Fig. 18 Comparison of experimental and numerical distribution of total pressure loss at

sucton side front

Fig. 19 Flow visualization
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X/ =15

sion at the ridge of the section thickness. In the separated flow
(shear layer no rotation is observable. Behind the separation a
new small boundary layer is built up. This boundary layer creates
a small horseshoe vortex at the leading edge. The suction side leg
runs directly into the corner profile end wall. More downstream
the boundary layer fluid, normally creating the channel vortex, is
transported to the end-wall depression as well. On the suction side
of the blade at midsection a wide zone of two-dimensional flow is
visible. Despite the high loading, in accordance with the pressure
distribution, no separation occurs. Near the end wall a separation
is apparent at a short distance behind the point of maximum sec-
tion thickness. This separation moves downstream towards mid-
blade. Outside the two-dimensional midsection flow sector the
separation is washed backward. The separation bubble obviously
is filled with the low-energetic boundary layer material coming
out of the end-wall depression. Thereby, the boundary layer ma-
terial is re-energized. It feeds the main flow almost without build-
ing up dissipating vorticity. The remaining fluid out of the end-
wall depression is accelerated in downstream direction. It leads to
a roll up and a late generation of a small channel vortex.

A comparable computation at a lower Reynolds number of
200,000 still shows an improvement of the losses. In experimental
tests even at a Reynolds number of 80,000, no laminar separation
at midspan could be observed. Other numerical optimizations us-
ing the original cascade but different target functions all show the
tendency towards a bulged suction side near the end wall. The
application of the nonaxisymmetric end wall contouring always
resulted in a suction side longer than the pressure side. The trans-
port mechanisms of the secondary flows could obviously be elimi-
nated effectively that way. For each individual blade shape a par-
ticular position of the bump was found. Thus, the position of the
bump varied within a wide range. The best target function was
found with a longer suction side while the pressure side remained
roughly the same shape. The nonaxisymmetric end-wall contour-
ing widens the blade passage narrowed by the suction side.
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Conclusions Abbreviations

Two objectives were pursued under this project. The first was t6iGK = high-speed cascade wind tunnel
generate an innovative turbine cascade design with the help of LE = leading edge
numerical optimization and the second to verify the results experi- PS = pressure side
mentally. Both targets have been achieved. The optimized bladé&NS = Reynolds-averaged Navier-Stokes
channel design turned out to be genuinely novel in the sense thadQP = sequential quadratic programming
aerodynamicists in a limited number of manual design loops nei- SS = suction side
ther would have achieved such loss reduction, nor would they TE = trailing edge
have tried to use such extreme geometrical means. It has to él?oscripts
pointed out that, due to time restrictions, no explorative optimiza-
tion strategies like evolutionary strategies, genetic algorithms, or ¢
simulated annealing could be used. These strategies will be in-_ 2 = cascade exit plane. , .
cluded in further investigations. The optimization result has been 2th = downstream conditions for isentropic flow
achieved using merely the SQP method, which is known for high 5:;‘ = axial

1 = cascade inlet plane

local search performance, only. = mass averaged
A major risk in optimisations using simulation codes is that ¢ = total

interesting results may be produced, which would, however, not X = local

withstand thorough physical analysis. Such results would turn O%teferences

to be artefacts resulting from the combination of sophisticate

mathematical search algorithms and false or incomplete physicz{ﬂ] Rechenberg, 1973.

modelling in the simulation code. Therefore, it is of utmost im-

2] LaFleur, R. S., and Langston, L. S., 1993, “Drag Reduction of a Cylinder/
Endwall Junction Using the Ice Formation Method,” ASME J. Fluids Eng.,

portance that the optimization results be carefully verified, espe- 115
cially if they are beyond the traditional design space. This task ha$3] Bischoff, H., 1983, Patentschrift DE 3202855 C1, MTU Motoren- und Tur-

been also accomplished. For both the pressure distribution and t
secondary loss development the experiment fully confirms th

simulation of the geometry proposed by the optimizer.
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The Unsteady Development of a
Turbulent Wake Through a
Downstream Low-Pressure

~ 0.sueger | TUFDINE Blade Passage

H. P. Hodson This paper presents two-dimensional LDA measurements of the convection of a wake
through a low-pressure turbine cascade. Previous studies have shown the wake convec-
tion to be kinematic, but have not provided details of the turbulent field. The spatial
resolution of these measurements has facilitated the calculation of the production of
turbulent kinetic energy, and this has revealed a mechanism for turbulence production as
the wake convects through the blade row. The measured ensemble-averaged velocity field
confirmed the previously reported kinematics of wake convection while the measurements
of the turbulence quantities showed the wake fluid to be characterized by elevated levels
of turbulent kinetic energy (TKE) and to have an anisotropic structure. Based on the
measured mean and turbulence quantities, the production of turbulent kinetic energy was
calculated. This highlighted a TKE production mechanism that resulted in increased
levels of turbulence over the rear suction surface where boundary-layer transition occurs.
The turbulence production mechanism within the blade row was also observed to produce
more anisotropic turbulence. Production occurs when the principal stresses within the
wake are aligned with the mean strains. This coincides with the maximum distortion of the
wake within the blade passage and provides a mechanism for the production of turbulence
outside of the boundary layefDOI: 10.1115/1.1811094

Engineering Department,
Whittle Laboratory,
Cambridge University,
Madingley Road,
Cambridge, UK

Introduction instability mechanisms and are thus dependant on the kinematics
The unsteady flow field in low-pressufeP) turbines is gov- of the wake convection as well as the wake turbulence.

o - Y . __To date, few measurements exist of the unsteady wake convec-
erned by a combination of potential and convective interactions, | through a turbine blade row. The measurements of Schulte
[1]. Of these, the convected wakes from upstream blade rows p[ay] provide a guide to the mean flow through a LP turbine pas-
the most significant role due to their effect on the blade-surfaggge, however, these measurements lack resolution and details of
boundary layers. Indeed, unsteady wake-induced transition plige turbulence quantities. Halstef®] reports data from the inlet
nomena have been exploited in the design of high-lift LP turbineand exit of individual blade rows in a two-stage machine.
which have up to 30% fewer blades than traditional LP turbines This paper presents two-dimensioriaD) LDA measurements
[2,3]. of the wake convection through the T106 LP turbine cascade.

A number of researchers have described the kinematics goveffiese measurements are of high spatial resolution and provide
ing the convection of a wake through a cascade. Ear|y work yformation of t_he mean flow and full 2D turbulence quantities
Meyer[4] used potential flow solutions to model wake convectiofifough the direct measurements of Reynolds stresses. As
as the convection of a perturbation jet through the blade roﬁHCh; t_he data provides a database for validation of numerical
Numerous numerical studies have further shown that the waREEdictions.
convection is primarily a kinematic phenomen@ng.,[5,6)). ) )

However, the kinematics of the wake convection is only partlfgxperimental Details
responsible for the effects of the wake on the blade-surfaceThe measurements reported in this paper were performed on a
boundary layer. The primary effect of the wake convection is tiear-passing cascade facility at the Whittle Laboratory of Cam-
dictate boundary-layer transition, and, therefore, the turbulencelwfdge University. The bar-passing cascade, shown in Fig. 1,
the wake and the convection of turbulence quantities through thignulates the unsteady wake-passing environment of a turboma-
blade row are also of importance. Indeed, the transition modelsafine by traversing bars across the inlet flow. No attempt is made
Addison and Hodsof7], Doorly and Oldfield[8], and La Graff to simulate the unsteady potential field of adjacent blade rows.
et al.[9] all neglect the negative jet effect and use the wake con- The unsteady wake-passing flow conditions were chosen to
vection simply to transport wake turbulence, which acts to initiaf@atch those of a repeating stage of the T106 profile. The Rey-
transition. However, the work of Stieger and Hoddd®] and noI_ds number based on chord and time mean |sen_tr_op|c exit ve-
Stieger et al[11] has shown that transition phenomena on L#City of 12.6 m/s was Rel.6x 10°. The flow coefficient was

; ; ; . P =0.83. The bar pitch matched the cascade pitch so s,
I h high levels of diff .
turbine blades with high levels of diffusion may be initiated byil (f,=0.68). The bar diameter of 2.05 mm was chosen to

1—Currently at Rolls-Royce plc, SinA-76, Rolls-Royce, Derby DE24 8EJ, UK.matCh the |OS§ ofa rEpresenta.tlve turblne blade, a“d the axial gap
e-mail: rory.stieger@rolls-royce.com is representative of that found in LP turbines. The inlet flow angle

Contributed by the International Gas Turbine InstitU@TI) of THE AMERICAN ~ Was set to the design value of 37.7 deg. Flow turning due to the
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME QURNAL OF moving bars was not taken into consideration.

TURBOMACHINERY. Paper presented at the International Gas Turbine and + i :
Aeroengine Congress and Exhibition, Vienna, Austria, June 13—-17, 2004, Paper The unsteady flow field was measured using a commercial 2D

2004-GT-53061. Manuscript received by IGTI, October 1, 2003; final revisiol ,%A system. Lightlwas supplied by a 5 W Argon-lon laser. A 2D
March 1, 2004. IGTI Review Chair: A. J. Strazisar. probe was used with a 1.95 beam expander and a lens of 500 mm
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Fig. 1 Bar passing cascade with T106 profile.

focal length. The optical configuration resulted in a measuring
volume of 0.07% 0.076< 1.0116 mm for the 514.5 nm beam and
0.073x0.072<0.963 mm for the 488 nm beam. A backward scat-
ter configuration was used, and the receiving optics includedF@. 2 Grid for 2D LDA measurements of the convection of a

Dantec 55X35 color separator and two Dantec 9057X0081 photr wake through the T106 LP turbine cascade

multiplier tubes. Dantec BSA signal processors were used to pro-

cess the photomultiplier outputs.

Seeding of the flow was by means of smoke generated bysile traverses were performed at a marginally smaller spacing
Dantec SPT smoke generator using Shell Ondina oil. The smatken those from the pressure side. The velocity measured with the
was injected into the constant area section of the wind tunriaklined LDA probe is insignificantly different from that measured
through the trailing edge of a streamlined injector tube. The poinith a normal probe(less than 0.5% and for this reason,
of injection was approximately 3 m upstream of the test section was considered unnecessary to apply a correction to the
and upstream of the honeycomb, contraction, and final screensy@dasurements.
the wind tunnel. The effect of the injector on the flow was thus The blade surface was painted matt black to minimize flare
immaterial. Phase Doppler anemometry measurements shovitetin the intersecting beams. However, a narrow strip at midspan
the characteristic size of the smoke particles used to bah.5At  was left unpainted to avoid contaminating the midspan static-
each traverse point a maximum ok1L0° samples were collected pressure tappings. Therefore, all measurements were performed at
in up to 60 s. This corresponded to a maximum of approximatef\6% span. The measurement grid with the blades and bars super-
2500 wake-passing cycles. Validated data rates typically varigdposed together with the definitions of the coordinate directions
from 1.5 to 5 kHz. The coincidence filtering was performed bgnd velocity components are shown in Fig. 2.
software to reject any samples not detected by both photomulti-

pliers within a 5us window corresponding to twice the Samplq(inematics of Wake Convection Through a Turbine

record length.
Ensemble averaging of the LDA data was performed relative %ascade

a once per bar trigger. The wake-passing period was divided intoThe unsteady flow can most easily be visualized by the pertur-
128 time bins. Each coincident measurement was then assignefiaion velocity, which is defined as the difference between the
a time bin according to its time relative to the trigger signal. Thensemble average and the time-averaged velocities according to
statistics of each time bin were then calculated with a residence ey TE
time weighting to remove velocity bias, as suggested by George (Ug)=(U*)-U

(Va)=(V*)-V*

[14].

All data presented in this paper are nondimensional. All veloci-
ties are nondimensionalised by the measured isentropic exit velocThe perturbation velocity vectors are shown at six equally
ity (V,is), and all spatial coordinates are nondimensionalized tgpaced time instants through the wake-passing cycle in Fig. 3. The
blade chordC. location and shape of the wake is easily identified.

The measurement grid consisted of 35 tangential traversesThe velocity perturbation vectors of Fig. 3 provide a clear pic-
evenly spaced in the axial direction within the blade row. A furtheure of the negative jet effect described by Mej4}. The wake
four traverses were performed upstream of the leading edge of 8egment within the blade row is clearly identified as a perturbation
cascade. Each tangential traverse consisted of 48 points. The bgatrpointing toward the source of the wake. It should be noted that
pairs of the LDA intersect at a half angle of 4.3 deg, therefore, Meyer considered the negative jet to be a perturbation to the
order to make measurements close to the blade surfaces, it Wragstream, whereas the negative jet presented here is the pertur-
necessary to incline the probe so that neither of the beams virgion to the time mean flow. This negative jet has a component of
obstructed by the blade. The traverses in the blade-to-blade plameéocity across the blade passage that causes the wake fluid to
were thus performed in two stages, with 24 points equally spacednvect toward, and impinge upon, the suction surface. This is
from the suction surface and then, after altering the probe inclinapparent in Figs. @)—3(f ) where the wake fluid impinging on the
tion, 24 equally spaced from the pressure surface. The suctimface splits into two perturbation streams, one pointed down-
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Fig. 3 Perturbation velocity vectors from 2D LDA measurements at six equispaced time instants through the wake-passing
cycle. T106, Re =1.6X10%, s,/s.=1, ¢=0.83, f,=0.68

stream along the blade and the other upstream along the blaeldge, it is accelerated over the suction surface of the blade and
Thus, downstream of the wake center the perturbation from theoves away from the upstream edge of the wake thus increasing
negative jet accelerates the flow, while upstream of the wake ceéhe wake width on the suction side of the passage. This stretching
ter the perturbation decelerates the flow and enhances any adverseess is visible along the suction surface in Figs) 8nd 3d).
pressure gradients, while making boundary layer profiles moreThe velocity gradients along the leading half of the pressure
inflectional. surface are not as strong as on the suction surface; therefore, this
The convection of the wake segment within the blade row ®retching effect is less pronounced on the pressure surface. The
characterized by bowing, reorientation, elongation, and stretchingmbined effect of all the above results in the wake fluid building
(see[1)). All these processes are visible in Fig. 3. Bowing of theip on the suction surface with a tail pointing upstream and toward
wake fluid is most evident in Figs.(& and 3b) and originates the pressure side, as seen most clearly in Fig. 3
near the leading-edge plane where the midpassage velocities ar€he wake fluid entering the blade row consists of two concen-
higher than the velocities near the blade surfaces. The wake fltiidted strips of vorticity of equal magnitude and opposite sign.
convects with the local velocity and distorts into the bowed shap&hese strips of vorticity are distorted during the convection of the
The reorientation of the wake segment occurs due to the circul@ake through the blade row and create two swirling flows at la-
tion of the blade. The velocities near the suction surface are highmisD andE in Fig. 3. Although these structures appear to be a
than near the pressure surface, and therefore, fluid near the sucgiaim of counterrotating vortices, it should be noted that the vortic-
surface convects through the passage more rapidly, resulting iityais confined to the wake fluid and the vortical structures appar-
reorientation of the wake segment. This is most clearly seen bwt in the perturbation velocity vectors result from the definition
comparing the angles of the two wake segments toward the pre$the perturbation velocity vectors relative to the time-averaged
sure side of the passage in FigeB The difference in convection flow.
velocities also causes the wake segment to elongate, and this, in
turn, decreases the wake width to conserve the vorticity of t ; ;
wake fiuid. Comparing the wake width in Figsa3and 3e), the Ronvection of Wake Turbulence Through a Turbine
decrease in wake width is only apparent on the pressure sideQﬁscade
the passage. Near the suction side of the passage, the width of thehe use of 2D LDA allows the simultaneous measurement of
wake increases. As the first part of the wake reaches the leadbmh components of the velocity vector in the measurement plane.
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Fig. 4 Nondimensional turbulent kinetic energy (TKE) from 2D LDA measurements at six equispaced time instants through
the wake-passing cycle. Perturbation velocity vector superimposed (c) and (d). T106, Re=1.6X10°, s,/s,=1, ¢=0.83, f,
=0.68

From these measurements it is possible to calculate the ensemldading edge plane iEu=5%. The increase in the level of TKE
averaged flow velocity and the 2D Reynolds stresses. is seen to begin in Fig.(d) at label F and continue through Figs.
4(d)-4(f), although it is the extent and not the level that increases
‘between G and H.
The response of the boundary layer to the wake passing can be
seen in Fig. &), where very high levels of turbulent kinetic en-
(TKE*)=3((u'2*) + (v’ 2)*) ergy are observed near the rear of the suction surface. The
) o ) ] _boundary-layer response to wake passing is described in Stieger
and is presented in Fig. 4 at a series of six equally spaced tiggy Hodsor{10] and Stieger et a[11].
instants through the wake-passing cycle. The kinematic wake con-The measured ensemble averaged Reynolds stresses were used
vection described above is apparent from the elevated regions@ether with the ensemble average velocity derivatives calculated
TKE. from Green’s theorem to evaluate the ensemble averaged nondi-

Along the pressure side of the channel, the TKE of the wakgensjonal production of TKE in the blade-to-blade plane accord-
fluid is observed to drop as it convects through the blade row.ifg to

combination of elongation of the wake center line and the convec-

Turbulent Kinetic Energy. The ensemble-average nondi
mensional turbulent kinetic energff KE) for the 2D flow was
calculated from the 2D LDA measurements according to

tive transport away from the pressure surface is responsible for H(U*) AV

this reduction in TKE. Similarly, the stretching that results as the (PE)=—(u'?) —(v'2%)

blade chops the wake causes the TKE to reduce over the forward Ix* ay*

part of the suction surface. This is evident in Fig&)4nd 4d). HU*Y (V)
The highest levels of TKE outside of the boundary layer occur —(u’v’*>( + )

in Figs. 4d) and 4e). These high regions of TKE, label& and ay* ax*

H, occur where the wake fluid accumulates near the suction sur-

face. The perturbation velocity vectors, a few of which are super- The results are presented in Fig. 5 with the labels copied from
imposed in Figs. &) and 4d), indicate that the peak TKE occursFig. 4. It is apparent that the increased levels of TKE are a direct
slightly below the centers of the counter rotating “vortex” pairresult of TKE production. The highest production levels occur at
The elevated TKE does not penetrate to the boundary layer. In thibels F and G in Figs. 5c,d) and it is these regions of high
region the turbulence intensity based on isentropic exit velocity goduction that subsequently lead to regions of high TKE>at
Tu=7% whereas the wake centerline turbulence intensity at taadH in Fig. 4.
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Fig. 5 Nondimensional production of TKE (Pice) from 2D LDA measurements at six equispaced time instants through the
wake-passing cycle. Perturbation velocity vector superimposed (c) and (d). T106, Re=1.6X10°, s,/s.=1, ¢=0.83, f,=0.68

The production of TKE occurs when the turbulence extracts The principal normal stresses may then be found by a coordi-
work from the mean flow. This occurs in regions having higimate transformation to align the measured turbulence quantities to
turbulent stresses and high spatial velocity gradients. The turlibhe calculated principal directions
lent stresses are confined to the wake fluid and so production

occurs when the wake fluid enters regions of high spatial velocity (UyP* ) =(u'?*)coS (i) + (v **)sin(h)
gradients. Indeed, Stieger and Hod4d0®| measured very high 20U * Vs

levels of TKE production in the boundary layer on the rear part of 2(u’v")sin(yycos )

the suction surface. The high levels of TKE production measured (012 )= (u"2*)sirP( )+ (v ?* YcoS( )
in Fig. 4(a) are confined to the edge regions of the wake fluid v

where the high levels of turbulent stresses in the wake fluid coin- —2(u'v"*)sin{ yycog i)

cide with the shear layers of the edge of the wake. However, it is . . .
not only the magnitudes, but also the relative directions of the ~Measure of the anisotropy may then be inferred by taking the

turbulent stresses and the strain rate of the mean flow that HP dulus of the ratio of these principal turbulent stresses. The

important for the production of TKE. If the turbulent stresses and ulting parameter,

velocity gradients are aligned, the turbulent production is en- <u'2*
hanced. This is the case at label F in Fig. 4 where the peak levels (a)= ‘,p—z* s f (u(’/,z*)>(vl’,,2*
of TKE production are measured. (vy™)
Anisotropy. An isotropic turbulent flow is one having the <Uf/,2*> . 2% 2%
same characteristics of turbulence in all directions. For any turbu- (@)= (U ) it (oy™)>(uy™)
lent flow, it is possible to define the principal stress directioas v
that orientation having zero shear stress according to . is.chosen to be greater than unity with a value of unity indicat-
ing isotropy.
U Figure 6 shows contours af, and it is apparent that the wake
()= ltan’l (u'v'™) ) ﬂuid_ is a_nisotropic while _the undis_turbed fluid is (_essentially iso-
2 Uy —(v'?*) tropic. High levels of anisotropy in the wake fluid are seen to
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Fig. 6 Anisotropy (a) from 2D LDA measurements at six equispaced time instants through the wake-passing cycle.
T106, Re=1.6X10°, s,/s.,=1, ¢=0.83, f,=0.68.

coincide with the regions of high TKE production. The very higlvelocity strain is the mechanism whereby TKE is produced within
levels of anisotropy in Figs.(6), 6(d) do not persist to the trailing the blade passage. Note that the principal stress-component vec-
edge plane and are already reduced in Fig).6 tors and principal strain-rate vectors point in opposite directions in
The wake fluid near the pressure surface can also be seeratoordance with the equation for TKE production.
become isotropic as it convects through the bladerow. This is the
same region identified as having low TKE due to stretching of the .
wake center line in Fig. 4. Conclusions
The component$u£f> and<v[f> of the principal stress vectors Measurements of the wake convected through a turbine blade
are plotted in Fig. 7. Figure(@) corresponds to the same time asow were made using 2D LDA. The resolution of the measure-
the plot of the production of TKE in Fig.(8). At this time the ment grid and the availability of the Reynolds stress components
TKE production is limited to the edges of the wake where thef the 2D flow provide a detailed description of the ensemble-
wake shear layer and turbulent stresses coexist. A comparisoragéraged mean and turbulent flow fields.
Figs. 1a) and 7c) shows that the orientation of the principal The measurements confirm that the wake convection may be
stresses relative to the wake center line are essentially unchangkbcribed by simple kinematics with the wake fluid being bowed,
Thus, as the wake is reorientated by the kinematics of wake carorientated, elongated, and stretched as it passes through the
vection, the orientation of the principal stresses changes relativeblade passage.
the mean flow field. Indeed, the principal stress vectors of Fig. Measurements of the convected wake turbulence showed in-
7(c) are aligned with the principal strain rate vectors in the regiocreased levels of TKE due to the production of TKE. The wake
of peak TKE production. This is shown in the exploded box diuid was shown to be anisotropic, and the turbulence production
Fig. 7(c) where the principal stress-vector components and primdthin the blade row was observed to yield anisotropic turbulence.
cipal strain-rate vectors are superimposed. The production of TKE outside of the boundary layers was
A comparison of the region of high TKE production, labeled Bhown to be strongest in regions where the Reynolds stresses and
in Fig. 5(c), and the corresponding region in Figay shows that the strain rate field of the flow were aligned. This mechanism for
the high TKE production results from the alignment of the prinTKE production occurs outside of the boundary-layer flow and
cipal turbulent stress components and the spatial velocity gragrovides a means by which the convection of a turbulent wake
ents(strain rate. This alignment of turbulent stresses and meatirough a blade row may increase the levels of turbulence.
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Fig. 7 Vectors of principal stress components

(a) ¢/ ,=0.000

(c) t/ ,=0.333

(u;?y and (v}?) at (a) t/7,=0.00 and (c) t/7,=0.333. Contour of (P%.)=0.01 and

(TKE*)=0.001 (dotted line ) highlight the position of the wake and TKE production. The exploded box shows principal stress
components and principal strain vectors in region of peak TKE production.
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A onfiglioli § Ap Implicit Fluctuation Splitting

P. De Palma
e-mail: depalma@poliba.it This paper describes an accurate, robust and efficient methodology for solving two-
. dimensional steady transonic turbomachinery flows. The Euler fluxes are discretized in
_G- Pascazlo space using a hybrid multidimensional upwind method, which, according to the local flow
e-mail: pascazio@poliba.it conditions, uses the most suitable fluctuation splitting (FS) scheme at each cell of the
. computational domain. The viscous terms are discretized using a standard Galerkin finite
M-. Nap_olltano element scheme. The eddy viscosity is evaluated by means of the Spalart-Allmaras turbu-
e-mail: napolita@poliba.it lence transport equation, which is discretized in space by means of a mixed FS-Galerkin
approach. The equations are discretized in time using an implicit Euler scheme, the
DIMeG and CEMeC, Jacobian being evaluated by two-point backward differences. The resulting large sparse
Pf.J“tECﬂ'CO.d' Bari, linear systems are solved sequentially using a preconditioned GMRES strategy. The pro-
via Re David, 200, posed methodology is employed to compute subsonic and transonic turbulent flows inside
70125 Bari, ltaly a high-turning turbine-rotor cascadéDOI: 10.1115/1.1777576
1 Introduction form a direct numerical simulation. Therefore, CFD is still far

In the last decades. computer performance has improved from becoming the perfect design tool for both aerospace and
maticallv with res ect'to botph S e‘()ed and memor sizep such ,:jlr bomachinery applications, mainly due to serious limitations in
y P P Y ' %ﬁ modeling of turbulence and laminar/turbulent flow transition,

the fe"_”‘“vf |C05t fOf ta gl;/?n comput?tlon h&:;' b/f\ate?h reduced ¥t also because most numerical methods do not properly account
approximately a tactor of ten every ten ye_a[ . € SAME {41 the multidimensional nature of compressible flows.
time, the use of computational fluid dynami@@FD) has experi- T

) ; hors of this paper, who have developed and optimized a non-
design and development of moder airplanes, advanced turbotigsar hybrid fluctuation splittingFS) scheme which, according to

chinery, and internal combustion engines. In fact, it is Now POgsg |ocal flow conditions, uses the most suitable FS spacial dis-
sible to c_om_pute very complex flonows about an entire air- cretization among the matrix LDA and PSI schenjdsS], which
plane or inside one or more blade passages of a turbomachingry optimal for subsonic and supersonic flow conditions respec-
rotor and/or statgr with computational meshes using millions Oftively, and the monotone matriX scheme[4,5], which can cap-
cells, within only order of hours computation&CPU) time. tyre  shocks monotonically. A Runge-Kutta explicit integration
Therefore, the still necessary, but often very costly, real worlgtocedure with multigrid was used to time-march the solution to
experimental analyses are fortunately then limited to the final dgg steady state. The hybrid scheme has proven extremely accurate
sign choices, since preliminary designs can be analyzed by vegy both inviscid and viscous transonic flows, the first-order-
fast and inexpensive computer runs. ) ~ accurate monotonl scheme being used only at shock cell&,
Nowadays, most CFD codes for turbomachinery applicationsn the other hand, for turbulent flow calculations, due to the very
are often based on numerical methods originally developed fRigh aspect-ratio of the near-wall computational cells, the explicit
external flow applications. These flow codes solve the steady-stm@gration procedure lacks both robustness and efficidndy,
Reynolds-averaged compressible Navier-Stokes equations herefore, the first author of this paper has concentrated his ef-
means of time-marching explicit or implicit schemes, and thefbrts towards optimizing the efficiency of the solution procedure,
convergence rate is accelerated by various techniques such agdp-The resulting new method uses an implicit Euler time discreti-
cal time stepping, implicit residual smoothir{fr the case of zation which requires the evaluation of the Jacobian of the dis-
explicit schemes multigrid, etc. As far as the spatial discretizacrete residual with respect to the dependent variable. This Jaco-
tion is concerned, conservative finite voluiiee element discreti-  bian is evaluated using a first-order-accurate finite difference. The
zations are typically applied to the conservation-law form of theesulting large sparse linear system is solved using a precondi-
governing equations, so as to correctly capture flow discontinioned GMRES strategy.
ties such as shocks and contact surfaces. The dissipation required is now possible to provide an accurate, robust and efficient
to avoid spurious oscillations is either added artificially to theumerical scheme, by combining the hybrid FS spacial discretiza-
scheme, in case the advection terms in the equations are disn presented in Ref6] with the implicit time integration pro-
cretized using centered differenc¢g], or it is “naturally” con-  cedure described in Rf8]. In this paper, such a scheme is pro-
tained in the scheme itself, if an “upwind” discretization is usedided and applied successfully to compute subsonic and transonic
for such terms[3]. Finally, in order to solve flows of engineeringflows through a high-turning turbine-rotor cascade.
interest, the aforementioned methods employ turbulence models
of increasing complexity, namely, algebraic models, differential
models, and large eddy simulation techniques. To date, it is still . . .
unfeasible for realistic problems to resolve all time and lengt Governing Equations and Numerical Method

scales of the unsteady Navier-Stokes equations, namely, to Per 1 Navier-Stokes Equations. The compressible Navier-

Stokes equations are written in vector form as
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whereU is the vector of the conservative variables afd and

JF are the inviscid and viscous flux tensors, respectively. Thi
fluid is assumed to be a perfect gas with constant specific hea
and the laminar viscosity is modeled according to Sutherland’
law. For turbulent flows of interest here, the eddy viscosity is
added to the laminar molecular viscosity and is computed accort 2
ing to the Spalart-Allmarag9] one-equation turbulence model:

P Ve E — [V V)V V)2
or = U VI Svt o [V (v +7) VD) + Cpa(VE)7]
1 Ch1 ik
~Rel Cwfwm 1z fia| 5 (2)
a. One inflow side. . Two i ides.
In Eq. (2), 7 is proportional to the kinematic eddy viscosity, and ide b infiow sides
the right-hand side terms represent convection, production, diffu- Fig. 1 Defninition of inflow and outflow points

sion, and destruction of the turbulent viscosity, respectively. See

Ref. [9] for details. The transition triggering terms have been

omitted in Eq.(2), since only fully turbulent flows are considered. 3 3

Finally, the turbulent Prandtl number is set equal to 0.9 to evaluate _ _ +

the turbulent heat fluxes. $r= _1241 Kju;= _,Z Kj" (Uou— Uin) - 7)

2.2 Numerical Method for Scalar Equation. In this sec- Equation(7) shows that the fluctuation is zero whartakes the
tion, a multidimensional discretization method, which is secondame values at both the inflow and outflow points, namely, when
order accurate in space, is presented for the two-dimensional sigas constant along streamlines. Upwind schemes are obtained by
lar advection equation. Such a netwly multidimensional assigning to each downstream ndde;=0, a fraction of the cell
methodology allows for a more realistic model of compressiblguctuation. For the trivial configuration shown Fig. 1(a), the
flow propagation when compared to classical methods such @sire fluctuation is assigned to the only downstream node, and
flux difference or flux vector splitting, which are based on onehe resulting FS scheme is both positive and second-order accu-
dimensional flux splitting along directions aligned with the grid.rate. For the nontrivial configuration shownHig. 1(b), different

Consider the linear advection equation for the scalar variablechoices of the splitting criterion characterize the different schemes

with velocity A=ai+ bj: such as thé\, LDA, and PSI schemé 0], which are here briefly
recalled:
(9_“:_ a{?—u b’;_u ®) (i) The N scheme, which is the optimal first-order accurate
at IX ay upwind scheme, is obtained as

The computational domain is assumed to be discretized by trian- ¢>JN= —kf(uj—uin). (8)
gular elements. If the variable is also assumed to vary linearly
over each triangle, the discrete fluctuation, namely the flux beH
ance over the cell, can be evaluated exactly as

_(ii) The LDA scheme, which is a linear second-order-accurate
pwind scheme, is obtained as

3 1 ¢}_DA: - kr(uoutf Uin) - )
¢T:_2 kiuj, k==l (4) (iii) In order to design a scheme satisfying both properties P
=1 2 (positivity, namely capability of providing monotone solutipns

and LP(linearity preserving, namely capability of preserving ex-
act initial linear solution which is equivalent to second-order ac-
curacy,[11]), it is necessary to make the distribution nonlinear. As
roposed in Refs[12] and[13], a nonlinear advection velocity
€an be used in Ed3) without changing the steady-state residual:

n; _being the inward unit normal to the edge opposing npdand
l; its length.

Fluctuation splitting schemes are obtained by two main ste
(i) the fluctuation is distributed among the nodes of each triang
(i) the solution at each nodeof the computational domain is

obtained by summing up all nodal contributiof@sising from the " —Uuyit+uy
set of triangles\; sharing node) as A’=Atws s= “Iva (10)
nilon At 2 In §ut_:h a way, a degree-o_f-freedom, nam_ely, the au>§iliary spe_ed
Ui T=UpE _TeuA bri- (6) w, is introduced to determine the appropriate advection velocity

for the sought upwind scheme. The strategy used to evaluate

Several FS schemes have been proposed in the literature, the firakes use of thievel ling namely, the line of constant Such a
goal being a monotone and second-order-accurate scheme, ansiategy is briefly recalled here for completeness. In the two-target
possible task for any linear schenj&0]. The majority of such configuration(with respect tav), seefig. 1(b), two situations may
schemes are of thémultidimensional upwind type: with refer- occur: (i) the level line passing through the upwind node 2 cuts

ence toFig. 1, linearly interpolated values af at the inflow and the outflow edge, i.e.,us—u)(u;—Uuz) <0 (Fig. 2(a)); (i) the
outflow points of the cell can be evaluated as level line passing through the upwind node 2 does not cut the
outflow edge, i.e.,f3—u,)(u;—u,)>0 (Fig. 2(b)). In both cases

3 B 3 . one looks for two values ak® being aligned with the two sides
12'1 ki u; Z:l ki u; 2-1 and 2-3, respectivelyx; andA3 . In the first case only one of
Un=—"73—, Uo=—3 , (6) suchA” is downwind so that the scheme is one target. In particu-

2 - 2 K lar, if (uy—us3) $7<0, seeFig. 2(a), the entire fluctuation is sent
= i = i to node 1 andv is computed by requiring thdt; =0, namely

wherek;" =max(0k;), kj =min(0k;). Then, the fluctuationr, 0= — )ﬂ (11)

can be written in compact form 4&1]: SN
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CI)]»: _KjJr[Qout_ Qinl- (18)

Such a scheme is very accurate for subsonic smooth flows and can
be considered the optimal compact FS scheme for such condi-
tions. For supersonic flows, different characteristic variablés,

are employed, which, for two-dimensional flows, allow one to
recast the Euler system into an equivalent set of four scalar ad-
vection equationd,14]. These are then discretized by the nonlin-
ear(scalay PSI scheme|10], which can be written as

dj=—K" (W, —wip, (19)

WhereKJn|+ is computed by generalizing the procedure described

in the scalar section using the nonlinear Jacolﬁéh as defined

in [15]. Finally, in order to compute transonic flows with strong
shocks, it is necessary to use locally a monotone scheme, namely,
the matrixN scheme of Ref[5], given as

a. One target. b. Two targets.

Fig. 2 Nonlinear scheme configurations

for (u;—us) >0, the entire fluctuation is sent to node 3 and d;= K (W, —W,), (20)
is computed by requiring tha’=0, namely | | ) —
where K and Wj, are computed using the Jacobidg, (Ref.
A [15]). In order to pinpoint the “shock cells” where such a lower-
o= sn, (12) " order scheme needs to be employed, and disregarding those cells
o ] ) where the transition from supersonic flow conditions to subsonic
In the second situation, sé&g. 2(b), both A are downwind SO gnes is smooth enough to be properly handled by the LDA
that the scheme must be two-target and the distribution is petheme, it is necessary to characterize computational cells
formed according to th&l scheme. uniquely. By a careful analysis of the flow properties across a
normal shock, it is concluded that “shock cells” are characterized
2.3 Num_erical _I\/I_ethod for the Na_vier-Stokes Equations._ by (i) average cell Mach numbevi<1; (i) at least one super-
The fluctuation splitting methodology is extended to the solutiogonic node; andii ) at least one subsonic node with its local Mach
of the Euler and Navier-Stokes equations by the following procgumber lower than 0.9. The choice of such a value is arbitrary

dure. The Euler equations indeed. The proposed one is such that the lower order scheme is
U . . used for normal shocks and makes the overall approach very ro-
—=—-V-F'=Red(U), (13) bust while still limiting the use of the lower-order scheme to a
at very small number of celld,16]. In conclusion, at every step of

are discretized on a computational domain composed of lind8e computational process, the present hybrid approach flags all
finite elements. The discrete conservative flux balance over eglaments of the computational domain and distributes the residu-
cell T, namely, the fluctuatio® 1, can be written in terms of als for each of them using E¢18) at subsonic cells, Eq19) at

appropriate fluxes through the sides of the ¢s#le, e.g.[4,5]) as supersonic ones, and EQO) at “shock cells.”
The viscous terms are discretized using a standard Galerkin

— j— finite element scheme. Consider the generic riodkthe compu-

Pyr=Rbr, Or=- Z EA'”J'QJ: ’Z KiQj- (14)  tational domain and the area/volurBecomposed by all elements
. )= = sharing nodei. The standard procedure used in finite element

In Eq. (14), R is the cell-averaged projection matrix from theanalysis is applied to the divergence of the viscous fluxes, to

characteristic variable®, to the conservative ones,; ® is the provide

fluctuation in the variable®; d is the number of space dimen-

sions;Kis the Jacobian tensor with respect to the characteristic f V- FrdS= _f V- FrdS— é YiF-nds, (21)
variablesQ; and S S S

d+1 d+1

lj— wherey; is the linear tent function andlis the inward unit vector

7.
Ki_d An;. (15) normal to the boundaryS;. The second term in the right-hand
ide of Eq.(21) i i =0 onJS,, so that
Due to the hyperbolic nature of the systel),can be written as side of Eq.(21) is zero sincey; onds, so tha
= - — = = — - — — _ lirn;
Kj=(ReA kL), = (ReAy L)+ (ReA g L) =K +K; J GV -Fods=— >, gsl: J Fv ds}. (22)
(16) S T St

In Eq. (16), ﬁK,j andf_KJ are the right and left eigenvector ma-In Eq. (22), the sum is extended over all elements meeting at node
trices ofKj, whereasA;’j and A, ; are the corresponding posi-i, and the subscripfl refers to the face of the elemehtopposite

tive and negative eigenvalue matrices. Generalizing the resufsthe vertex. _
obtained for the scalar equations, and introducing the following The convective and source terms in the turbulence transport Eg.

vectors, (2) are discretized in space by means of the PSI scheme and the
de1 1 de1 centered scheme, respectively, whereas the diffusive terms are dis-
_ _ _ cretized by the standard Galerkin scheme.
Qin= 21 N 21 Ki Qjl The residuals of the Reynolds-averaged Navier-Stokes equa-
. : tions at each node are finally computed by collecting all terms,
d+1 -1/d+1 to give
Qui=| 2 K| | 2 K], (17)
- . (E) Ry 'ﬁf F'dS|=R(U),
the linear matrix LDA scheme, which is linearity preservifit], a) & VT 425 s "
is obtained as (23)
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Fig. 5 Coarse grid: Mach number contours for
(AM=0.05)

Fig. 3 Local view of the coarse grid at the leading edge M,,;s=0.81

n
i

(24)

The time derivative in Eq23) is approximated using a two-point  the tyrhulence transport E) is discretized in time and is
backward finite difference, and the residual is evaluated implicitlyyeq by the same implicit method, one nonlinear iteration being
Linearizing R(U) about time leveln, the following scheme is performed at the end of each nonlinear iteration of the flow
obtained: equations.
S IR Standard characteristic boundary conditions are imposed at in-
(El 7(@) (Untl—yn,=R(U) flow and outflow points. Both velocity components at the wall
i nodes are set to zero, whereas the zero heat-flux condition is natu-
Equation(24) represents a large nonsymmetric sparse linear sy&lly enforced by omitting the boundary heat-flux contributions at
tem to be solved at each time step. In the present computations @ wall cell sides. Concerning the turbulence equation, the values
Jacobian, JR/3U, is evaluated numerically using first-order-Of 7 are prescribed at inlet point& {0.01) and at wall points
accurate differences. The sparse matrix technology required (#=0). and are linearly extrapolated at outlet points.
solve Eq.(24) is provided by the PETSc library17]. The linear
solver is based on an IL0) preconditioned GMRES algorithm, 3 Results
restarted every 30 linear iterations. The time step, is varied,  the proposed numerical method has been employed to compute
after each nonlinear iteration, so as to equal the ratio between th sonic and transonic flows through the high-turning VKI LS59
initial and the current nonlinear residual, thus rapidly reaching
very large values.

10"
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a —_———— x-momentum
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10° =
10° 3
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Fig. 4 Convergence histories for the
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Fig. 6 Fine grid: Mach number contours for
=0.05)

M,;s=0.81 (AM
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Fig. 7 Coarse grid: Mach number contours for M,,s=1 (AM Fig. 9 Coarse grid: Mach number contours for M, ;s=1.11
=0.05) (AM=0.05)

turbine-rotor cascade. Experimental data are available in the @?_ined by structured ones by dividing each quadrilateral cell into

erature, [18,19, indicating that the flow is nearly two- wo triangles.Figure 3 provides a local view of the coarse grid

dimensional. End-wall effects and aspect-ratio influence are pr@é—oufnd the Ieiading e.(cjjgelo(fj the blfa?he. For z” Comfp“ta“o'f‘ts’dﬁ@“'

tically negligible, so that a two-dimensional flow computation ig1g from rest, a residual drop of three orders of magnitude 1S

adequate. obta!ned in about 40 z_ind 160 minutes, which corresponds to about
Four flow conditions have been considered, with isentropic exjPC Ierations, on a single-process&i5.6-500 MH2 DIGITAL

Mach numberM.,. , equal to 0.81, 1, 1.11, and 1.2, respeCtiveh/:_omputer, for the coarse and fine grids, respectively. Such CPU

the corresponding Reynolds numbers, based on the blade chS'FBeS are two order_s_of magnitude lower than .the ones corre-
¢ and exit conditions. are 8.301°. 7.44x 10°. 7x 1CP. 6.63 spdnding to the explicit procedure employed . Figure 4 pro-

) . .~ vides the convergence histories of thgnorm of the residual for
X 10°, whereas the inlet flow angle with respect to the axial d'éach conservation equation corresponding tave,= 0.81 case.

rection is always 30 deg. Two grids have been employed, contagiye 1o 512 show the Mach number contours for the four exit
ing 24576 and 98304 triangular elements and 257 and 513 POia ch number flow cases and for the two grid resolutions. In all

X : . . 4 T &des, the complex structure of the flow is well predicted, and the
between the profile and the first grid point are"1@ (y" ~4)  gnocks are captured sharply and monotonically even on the coarse
and 0.5¢10" "¢ (y"~2). The unstructured grids have been obyyig. This demonstrates the remarkable accuracy of the hybrid FS

Fig. 8 Fine grid: Mach number contours for M,i;s=1 (AM Fig. 10 Fine grid: Mach number contours for M, is=1.11 (AM
=0.05) =0.05)
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Fig. 11 Coarse grid: Mach number contours for M, ;s=1.2
(AM=0.05)

Fig. 14 Isentropic Mach number distributions along the blade
for My;s=1
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Fig. 15 Isentropic Mach number distributions along the blade
for M, ;s=1.11

Fig. 12 Fine grid: Mach number contours for M;y;s=1.2 (AM

=0.05)
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Fig. 13 Isentropic Mach number distributions along the blade Fig. 16 Isentropic Mach number distributions along the blade
for M,;s=0.81 for My ;s=1.2
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01 For such an integrated quantity, the coarse and fine grid results
practically coincide and are in the middle of the experimental

0.09 .
experimental range range.
0.08 | =] coarse grid O
v fine grid 4 Conclusions
007 v

An implicit hybrid fluctuation splitting scheme has been devel-
oped for solving steady compressible flows in two dimensions.
Results are presented for subsonic and transonic turbulent flows
through a high-turning turbine-rotor cascade, which demonstrate
the accuracy of the spacial discretization and the robustness and
efficiency of the implicit Newton-GMRES integration procedure.
The proposed methodology is currently being extended to three-
0.02 dimensional steady flows as well as to time-dependent flows, via a
dual-time-stepping approach.
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s [4,]
1 1

001
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e-mail: metin_yaras@carleton.ca This paper presents a mathematical model for predicting the rate of turbulent spot pro-
duction. In this model, attached- and separated-flow transition are treated in a unified

Department of Mechanical and Aerospace manner, and the boundary layer shape factor is identified as the parameter with which
Engineering, the spot production rate correlates. The model is supplemented by several correlations to

Carleton University, allow for its practical use in the prediction of the length of the transition zone. Second,

3135 Mackenzie Building, the paper presents a model for the prediction of the location of transition inception in
1125 Colonel By Drive, separation bubbles. The model improves on the accuracy of existing alternatives, and is

Ottawa, ON K1S 586, Canada the first to account for the effects of surface roughné¢B©I: 10.1115/1.1860570

Keywords: Boundary Layer Transition, Transition Modeling

Introduction requires the presence of freestream disturbances, which limits the

Since the concept of the turbulent spot was initially proposet nsition process to that of the bypass type, triggered by diffusion

b - . Of freestream turbulence into the shear layer. S48i#] showed
y Emmong1], extensive experimental research efforts have be?ﬁat low-Re turbulence models fail to predict both the transition
dedicated to uncovering the mechanisms leading to transition In- P

. . nset location and the length of the transition zone accurately. The
ception (e.g.,[2-6]) and the process of growth and merging o .
turbulent spots into a fully turbulent boundary layerg.,[7-9)). atter trend was noted by Schmidt and Patarjlédi as well, who

Studies such as these have increased our understanding ofeflr?g .ShOWEd that th_ese models are sensitive to the streamwise start
I%(fatlon of calculations and to the initial profiles of turbulence

transition process and have identified the flow parameters th Tantities. The poor performance of low-Reynolds-number turbu-
significantly affect this process, namely, freestream turbulence ||91 } y

tensity[10,11], turbulence length scald 2,13, streamwise pres-
sure gradient§l4-16, streamline curvaturgl7,18, periodic im-
pingement of wakef19-21], and surface roughne§22,23.

The ultimate mathematical model for the transition process
ready exists in the form of the unsteady Navier-Stokes equatlog%Ire general than the basic low-Reynolds-number turbulence

Until relatively recently, however, lack of computing power ham deling approach, in the sense that they explicitly account for
prevented the numerical solution of these equations with sufficient. 9 app ' y explicitly

resolution to predict the details of turbulence production, convegP! formation and growth rates. However, the underlying as-
) o T T o sumption of similarity between the turbulence structure in the tur-
tion, diffusion and dissipation in transitioning or turbulent flows

Such direct numerical simulatior®NS) are now being used as bulent spots and in the fully turbulent boundary layer remains, and

numerical wind tunnels to shed light onto fundamental featuresz) h;?ﬁgggsmttr"?gz:lt'O2r'nnci?igglogor;re;gtsic:r?sb?_'gzgrgﬁtaeg dtf\l/(/(;tggef;
transition and turbulend®4-27], which are extremely difficult to  lypically emp )

1 . ) 4] attempted to use the turbulence model of Spalart and Allma-
ggri]eprzgn:;hrpoouvggr ﬂg)sl,silri]ago?éﬂelrimfsmgﬁ :?12\,\;2\:1%2 g:(eﬂ:xagzt%gés[gs] together with the intermittency function of Solomon et al.
. . - 36] for separation-bubble transition and found that the internal
nolds numbers that can be considered in such simulaf®hg§g, .
which will remain so for the foreseeable future. structure of the bubble was not predicted well. More recently,

ransport equations have been developed for predicting the

There has been considerable research focusing on prediCﬁnﬁeamwise variation of intermittency rather than relying on em-
transition through the use of low-Reynolds-number turbulengé y ying

models(e.g.,[29-31). In the authors’ opinion, however, there ar irical relations(e.g.,[37,38)). The model of Suzen and Huang

no fundamental grounds for these turbulence models to capt ?g] also accounts for the cross-stream variation of flow intermit-

the proper physics of the transition process, for they have bel&hcY: The authors reported reasonable accuracy for the prediction

tailored to predict the near-wall region of fully turbulent boundar)?g the transition length, with the transition inception location de-

ayrs. Fow phenomena ey 1o te tanston process such S"7E0 otk an empricalcoelaton Henever n e con
amplification of instabilities leading to the inception of turbulen{ dels 1o Fr)edict the turbulence aeneration within turbulent Spots
spots and the distinct spreading patterns of these spots, are R P 9 pots,

cealed by the Reynolds-averaging process. Nonetheless, tH & present authors remain doubtful of the feasibility of achieving

have been numerous attempts to make these models mimic tr! r_15|stentdgredllctlc?nt.atl:ﬂc_lljzrg)c% with lsgchlmodelsﬂ d
sition phenomena by drawing analogies between the cross-strea arge eddy simuiatio as relalively recently emerged as

variation of turbulence near a solid surface and the streamwi ompromise between the excess_ive (_:_omputing requirements of
variation of turbulence during transition. Such methods employ S and the lack of general_appllcablllty of Reynolds-g\_/erage
subgroup of models based on the turbulence Reynolds num vier-Stokeg§RANS) formulations to turbulent and transitional
rather than on wall proximity. Proper execution of this approa W.s..ln thls.method, the larger turbulent strgctures are comput_ed
explicitly, while the smaller scale turbulence is modeled, which is
commonly referred to as sub-grid-scale modeli8g]. This ap-
Contributed by the International Gas Turbine Instit@T1) of THE AMERI-  proach has been shown to have the potential to provide substan-

CAN SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME tjally more consistent prediction of turbulent flows than has been

JOURNAL OF TURBOMACHINERY. Paper presented at the International Gas Tuts ; ;
bine and Aeroengine Congress and Exhibition, Vienna, Austria, June 13-17, 20 EcompIIShed by mOdellng the complete range of turbulence

Paper No. 2004-GT-53664. Manuscript received by IGTI, October 1, 2003: finacales[40]. Because a large range of turbulence scales naturally
revision, March 1, 2004. IGTI Review Chair: A. J. Strazisar. develop during such simulations, prediction of transition inception

ence models in attached flow is likely to prevail in separated-flow
transition as well.

There have been attempts to improve the transition prediction
erformance of low-Reynolds-number turbulence models through
‘ﬂ'ne use of intermittency function®.g.,[33]). Such methods are
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and turbulent spot propagation is theoretically within the capabibf transition also in instances where the boundary layer separates
ity of this method. This has been confirmed through case studiasor to transition ons€i24]. In cases of separated flow, the highly

in the published literaturée.g.,[40,41]). However, the LES com- inflectional mean velocity profile downstream of the point of
puting requirements for high-Re flows are within the range thaeparation tends to substantially reduce the streamwise length of
still makes LES unattractive for regular use in industry. Additioninstability growth leading to transition inceptide.qg.,[44—46).

ally, the feasibility of sub-grid-scale turbulence models that ale an environment with large disturbances, such as elevated
equally effective away as well as in close proximity of solidreestream turbulence and substantial surface roughness, the rela-
boundaries remains the focus of extensive research. Hence, it wilely long process of linear growth of instability waves is by-
be some time before this technique matches the reliability apdssed, leading to the formation of turbulent spots shortly after
efficiency of the well proven semi-empirical modeling approackxposure of the laminar boundary layer to such disturbategs

for the prediction of the transition process. [10,47)).

Based on these observations, for the foreseeable future, semiRegardless of whether transition is of the natural or bypass
empirical mathematical tools appear to be the most accurate andde, experimental studies have shown that the rate of turbulent
time efficient means for modeling turbulent spot inception anspot inception is affected by the local freestream turbulence and
propagation. The present study begins with a review of existirgreamwise pressure gradidri,48, and surface roughness, as
models for predicting transition inception and transition lengthndicated indirectly by the measurements of Pinson and Wang
and proposes models that account for the effects of a broafi28]. The random occurrence of turbulent spots prevents direct
range of flow and geometric parameters, calibrated against an measurement of their inception rates. Thus, conclusions regarding
tensive set of experimental data. the trends in spot inception rates have been deduced from the

transition length and spot propagation characteristics in the tran-
. . . . sition zone. The level of success in experimentally quantifying the
Review of Semi-Empirical Transition Models inception rate of turbulent spots is therefore closely coupled to the

Transition from laminar to turbulent flow in boundary layers igxtent of our understanding of their convection and spreading
known to take place through the inception and spreading of tbaracteristics.
bulent spots, which in planform view resemble an arrowhead
with the tip pointing in the downstream directide.g.,[1,42).
Once formed, these spots are convected downstream while t
spread in the streamwise, spanwise, and cross-stream directi

*Convection and Spreading of Turbulent Spots.Since the
Hvork of Emmongd 1], numerous studies have documented the de-

. More recently, measurements have been undertaken to fully
cument the three-dimensional spot structigy.,[42]). Such

ee-dimensional measurements have identified distinct regions
of turbulence generation at the leading edge and along the lateral
gxtremes of the spots. Through these studies, the local pressure
%)adient has been confirmed as the parameter dominating the

inception, convection, and spreading rates of the turbulent sp
For modeling purposes, the state of the boundary layer in t
transition zone is conventionally described by the intermittegpgy,
which is the fraction of time that a given location in the boundar
layer resides within turbulent spots. Emmdris showed this to
bg a cont.inuous Poisson process. Ignorjng v.ariat_ions in .the int reading rate of turbulent spots.
mittency in the cross-stream and spanwise directions, this may be

mathematically expressed as Transition Models.

layer. The length of the transition zone is therefore dictated by %gr

Y(x) = 1 — g /NG x)dxg;(xdx 1 Location of Transition Inceptianin attached boundary layers,

wheren represents the inception rate of turbulent spots at a givif Widely accepted parameter for correlating the location of tran-

location, andg, andg, respectively represent the streamwise an tion inception s the Reynolds number_l_)asgd on momentum
spanwise spreading rates of these spots thickness, Rg Among the numerous transition inception formu-

lations, those of Mayld50] (Eg. (2)) and Abu-Ghannam and
Inception of Turbulent Spots. The uniformly distributed spot Shaw[3] (Egs.(3)) are the ones cited most frequently in turbo-

production assumed in Emmor{g] theory is not supported by machinery blade studies.

the concentrated inception of spots observed in the experiments of Re.. = 400Ty 0625 2

Schubauer and Klebandf#3]. Recently, Johnson and Fashif&t €s = u @

observed the presence of a finite streamwise band within which

spot inception takes place. Nonetheless, this band is sufficiently Repe= 163+exp<F()\0) - FO“»E) (3a)

narrow to justify Narasimha'f9] hypothesis of concentrated 6.91

breakqowrll, Whereby spot inception. oc<|:urs at randorI: times aYQ/ ere Rg. is the Reynolds number based on momentum thick-

spanwise locations at one streamwise location. Another underly- L . .

; P , : ; : ess at the transition inception locatiofy is the average

ing assumption in Emmons’ theory is that the inception of a tuﬁ-/ . .
- . reestream turbulence level between the leading edge and transi-

bulent spot is not affected by the proximity of other spots. HOV\ﬁon inception location, and(x,) in Eq. (3a) is g fur?ction of

ever, it has been demonstrated experimentdlythat turbulent L . =
spots are less likely to be produced in close proximity of eachWaites' pressure gradient parametay=(¢%/v)dUe/dx), de-

other. This may be, in part, due to the existence of a calmed regited as

following the passage of a turbulent spBt42]. Despite evidence FOL) =6.91+12.75,+63.642 M, <0 3h
of deviations from the assumptions of concentrated breakdown (o) =6. e 64y =0} (30)
and spot formation that is uninfluenced by other spots, the level of _ _ 2

success with transition models based on Narasimha’s hypothesis F(hg) =6.91+248,-122%," {A,>0} (30)
[9,36] suggests these deviations to be small. Although the model of Abu-Ghannam and ShEsy has the ad-

The inception of turbulent spots in an attached boundary layeantage of accounting for the effects of both freestream turbulence
is typically preceded by the growth of instabilitfTollmien- and streamwise pressure distribution, for flows with high turbu-
Schlichting waves, which is for the most part a linear procesdence intensity it has been artificially forced to correspond to the
becoming nonlinear shortly before breakdown into turbulent spatability limit for natural transition of Rg=163. Mayle’'s[50]
(e.g.,[5,24)). This transition mode, known as natural transition, isorrelation is not constrained by this stability limit, but it does not
encountered in relatively low disturbance environments and hascount for the effects of pressure gradient. For freestream turbu-
recently been observed to potentially be the dominant mechanifance intensities typical of turbomachinery blade rows, it is known
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that transition inception in an attached boundary layer is not 47.23x 1073 .

strongly affected by the streamwise pressure distribUtiéh50. N= m xXe (11a)

Thus, Eq.(2) is suitable for such applications. The experimental

results from an earlier phase of the present resdd@hcovering

a range of pressure gradients and freestream turbulence levels,

were predicted reasonably well by both of these models. 5 —
For transition in short separation bubbles, the location of tran- F=Nas(1 =58\ ys) X (2.6Tu+3.6Tu-86 {\gs=< 0}

F=— 10Ny + 300 5} {Aps= 0} (11b)

sition inception has been found to correlate well with the state of (110)
the boundary layer at the point of separation. - .

Mayle [5O]y 4 P P Based on additional experimental data, Gostelow eff4d} sug-

gested the following alternative expressions Ifor
Res - Re,= 300 R&/ (4 N'=8.6X 107462134 s Tus59.2945°0564 N Ts 1y < ()

where Rg and Re, are the Reynolds numbers based on the (123)
streamwise locations of separatiéxy) and transition inception
(%), respectively. N=8.6X 10740564 T 100as (=0}  (12b)

Roberts[51]

In experiments by the present authfit8], Eq.(12b) was found to
Re = 2.5X 10*log;s{coth TF(%)/10]} (5) provide accurate predictions of the spot production rates, while
. . . ) Eqg. (12a) was found to overestimate these measurements. Re-
In_this equation, TF is Taylor's [52] turbulence factor[TF 1 12cement of the factor 8.6 in E6L2a) with 3.0 provided a better

=TuedL/N9"?], where ) is the integral length scale of free-agreement between measurements and predidtidisalthough
stream turbulence, arldis the length of the surface along whichthis created a slight discontinuity at =0.
ots

the boundary layer develops.

Hatman and Wan{¢4] Spot Propagation Ratélhe intermittency model of Narasimha
(Eqg.(8)) has been found to agree well with measurements in flows
Res=1.0816 Re+ 26,805 (6) with both favorable and mild adverse pressure gradi¢ets.,
Yaras[53] [9,48,58), provided that the pressure gradient does not vary sig-

nificantly within the transition region. If the pressure gradient var-
Res=1.04 Rg+ 6.3X 1041 — tani[ TF' (%)} (7) ies significantly within the transition region, which is often the
where TF' =max TF, (%)1 %], case with turbomachinery blades, then the intermittency distribu-

i iate f he distributi i .Ch
Among these models, the latter two have been found to be mé,lron may deviate from the distribution given by H). Chen and

: " Ryson[57] postulated that this discrepancy is due to changes in
zﬁccurféte when com%aredctolthe espgrlmgntal tranrs]mon data tﬂﬁ"gi convection velocity of the turbulent spots, caused by the
ave been measured at Carleton University over the past sevelglamyise pressure gradient, and suggested that their rate of con-
years[45,53,54. While the models of Hatman and Wap##] and ¥ 9 ' 99

: vection should scale on the local freestream velocity. However,
Yaras[53] agree well with each other at low freestream turbulenag,jker et al.[58] noted that this adjustment is insufficient to
levels, only the latter model is applicable to elevated free-stre

. Btablish good agreement with experimental results.

turbulence conditions. The failure of the model of Chen and Thysks7] is attributed
Length of TransitionEarly efforts to model the transition re-to the fact that the streamwise and spanwise spreading rates of

gion for attached boundary layefs.g.,[1,9]), did so without the turbulent spots vary significantly with,, as was documented by

benefit of more refined measurements of streamwise propagatfe@stelow et al[7]. Based on these findings, Solomon et[85]

rates and spreading angles that have become available morePfeposed the following expression:

cently [7,42,49. Nonetheless, the concentrated breakdown hy-

pothesis described earlier, along with the further assumption of

constant spreading rates in the streamwise and lateral directiopsthis equationg/[tan(«)U] and taria) represent the streamwise

y=1- e—nf:IS[altar(a)U]dxfi;star(a)dx (13

led to the well-known intermittency model of Narasimfied: and spanwise spreading of turbulent spots, respectively. Based on
ot - %2 the experimental data compiled by Gostelow ef3).for A, val-
yx)=1-¢€ X=X (8 ues between —0.06 and 0.06, the following expressions for the
wheren is the spot inception rate and is a spot propagation SPOt-spreading characteristics were proposed:
parameter given by a=4+22.14(0.79 + 2.72%763) (14
o =Ug(Urg - Uptan(a) ©) o=0.03 +0.37(0.48 + 3.65%) (15

In Eq. (9), ais the lateral spot spreading half-angle, and¢ and pjore recently, Eq(15) was updated by D'Ovidio et a[59] to
U+ are the spot leading- and trailing-edge convection velocitiegyiand the range of, to —0.12:

respectively.
_ , _ _ 0 =0.024 + 0.604/1 + 5¢°%9) (16)
Spot Inception RateNarasimhd9] proposed a nondimensional .
inception rate parameter formulated as Experiments by the present authdrs3], conducted over a
range of pressure distributions, freestream turbulence, and flow
_ nggfs Reynolds numbers, provided indirect evidence that these spot

(10 propagation parameters are adequately described by the pressure
gradient parameter, without any need for further adjustment due to
Based on experimental data primarily for low values Xof freestream turbulence and Reynolds number.
[2,3,43,53, Narasimha proposed a value Bf=0.7x 1073, for Johnson and Ercall2] proposed an alternative approach for
freestream turbulence levels above 0.1%. modeling the intermittency distribution in the transition zone, with
More recently, Fraser et gl14] established a dependenceMf a focus on conditions with elevated levels of freestream turbu-
on both streamwise pressure gradient and turbulence level throlggice (Tu>2%). The model relaxes the assumption of concen-
experimental data compiled from various sources and propodeated spot production, and bases the spot production rate on the
the following model: near-wall and freestream turbulence length scales in addition to

14
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Table 1 Summary of experimental configurations

Test-section Smooth Rough
Study config. Re(X10°) Tue(%) surface  surface C, dist. Hotwire type
RY Flat plate 3.5-9.3 0.5-9.0 X X Adv., blade Single
VSP Flat plate 35 8.7 X Fav. X-wire
\Y Cascade 1.0-3.0 8.7 X Blade X-wire
VH Flat plate 0.5-3.0 7.0 X Fav. Single
DV Flat plate 13.9-18.3 1.4-39 X Fav., adv. Single

*Estimated from turbulence grid and test section geometry

the local freestream turbulence intensity and pressure gradientWith the exception of the most recent experiments of \Volino
The model also includes new expressions for the spot propagatid) [60], the noted wind-tunnel transition studies were performed
parameterr and spreading angle, although these differ from the using a flat test surface, with a well-defined location for the be-
predictions based on Eqgl4) and (16) mostly for high adverse ginning of the boundary layer development. In each case, stream-
pressure gradientd ,<-0.10. The model was validated throughwise pressure distributions were imposed the test surface through
comparisons with experimental data published by Gostelow afte use of a contoured test-section ceiling. The ceiling was con-
his co-workers. Compared to the model of Solomon ef26] figured to yield streamwise pressure gradients that are favorable
(Eq. (13)), prediction of the intermittency distribution was im-[11,56,63, adverse[13,56, or resemble those typically encoun-
proved in the early and late stages of transition. tered on the suction surface of turbine blafiE3,54,6Q. The test
Finally, there appears to be a substantial lack of effort on mogurfaces were wide enough to ensure two-dimensional flow devel-
eling the transition length in separation bubbles. As the location @pment at the spanwise locations of the boundary layer measure-
reattachment is generally well correlated with the completion @fients. Variations in freestream turbulence were realized by the
transition, and the reattachment location is the more relevant ise of turbulence-generating grids, placed sufficiently upstream of
formation for the prediction of the downstream boundary layéhe test surface to yield isotropic and homogeneous turbulence.
development, the tendency has been to develop correlations $stface roughness variations, which were limited to the studies of
the reattachment location instead. Two recently proposed mod#lg present authors, were achieved through the use of commer-
are as follows: cially available materials that provided random roughness
Hatman and Wang44] patterns.
The experiments of VolingV) [60] were performed in a single-
Re = 1.0608 Re+ 34,890 17 passage rectilinear cascade test section. The blade geometry was
Yaras[53] chosen such that the Pak-B pressure distribution was reproduced
in an incompressible flow. Through comparison of the transition
Re =1.04 Rg+8.05x 1011 ~ tanki(TF'(%))] - 2.0 10¢ trends prevailing on this blade to those observed on flat surfaces
(18) in the remainder of the studies considered here, the effects of
convex surface curvature on boundary layer transition may be

whereTF =maX TF(%),1%]. h .
The uncertainty of the experimental data on which these corr'fr;rf{;rw' Only three of the ten test cases published by VAt
S

. . . e included in the current study, namely those with high free-
lations are based is expected to be somewhat higher than for am turbulence and Reynolds numbers based on the suction

locations of separation and transition inception. This is because face length of 100,000-300,000. In the remaining seven test
the .uns.tead'y nature .Of .the reat.tachment quatlon and the gre t§§es, the transition process occurred too rapidly to yield intermit-
subjectivity involved in interpreting the location of reattachmerf, " yistributions with sufficient streamwise resolution for the
through the shape of the time-averaged velocity profile, a peak Urposes of the present study.

the turbulence intensity, or @ combination of the two. It would™qy, " 04 ey herimental data sets are summarized in Table 1
therefore be useful to establish correlations for the intermitten ’

distributions in the separated shear layer from which the end Gfs relevant flow parameters from the authors’ previous studies
the transition processpcan be deduceél/ with higher precision §3'54’63’64 are presented in Tables 2 and 3. Three different
recent studies by the current auth®], Volino [60], and Gos- P cooure distributions were investigated in these studies; the pres-

telow and Thomag61], intermittency distributions in separationsurs a(ijlliim%lqutl%ls S'Sg?ég'z?dﬁi}llgx? (r:epé s?Jrr(?a f::g:ﬁ; tt(,)| atgggeTh e
bubbles have been measured with sufficient streamwise resolut%ﬁ 9 P '

> . . itial acceleration for these two pressure distributions is approxi-
to provide the experimental basis for the development of su N S
mathematical models. ately the same, but the subsequent adverse pressure gradient is

stronger in the case of thgy,; distribution. The designatioQ;
corresponds to a nearly constant adverse pressure gradient that
Description of Experiments begins at the leading edge of the test surface and is milder than

The experimental data compiled herein have been extracttcl.;'éfiIt encountered in the downstream portions of @he and Cp,

mostly from the authors’ own studié$3,54 (identified by RY, as pressure distributiogs. Streamwise distrib_utions of the acceleration
in Table 9. In order to confirm the absence of any trends in the@rameter(z=(r/Ug)dUg/dxX) corresponding to these pressure
results that may be unique to the wind tunnel and instrumentatigitributions are given in Fig. 1.

used by the authors, results from several other research facilities

have been included in the data set. The additional data are theggposed Transition Model

published by Volino and co-worker®/H, VSP) [11,62), Volino

(V) [60], and DevasiaDV) [56]. The data set encompasses a Location of Transition Inception. As shown in Fig. 2, the
range of flow Reynolds numbers, streamwise pressure gradiemtgperimental results from earlier phases of the present research
freestream turbulence levels, and surface roughness conditipb3], covering a range of favorable and adverse pressure gradi-
that are typical of gas turbine applications, and includes casasts, and freestream turbulence levels between 1.7% and 3.3% are
with attached flow[11,13,56,62 and separation-bubble transitionpredicted reasonably well by the model of Abu-Ghannam and
[54,60. Shaw[3], given by Eq.(3) in the previous section and shown by
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Table 2 Flow parameters at transition inception: Attached-flow test cases [13,54,63,64]

Cp Dist. RQ_( X 103) RQ(tS krms/ 915( X 103) Turef (%) TF (%) 7/!5( X 107) )\Gts( X 102) Reﬁts Hts IOglO(N)

1 350 0.3 2.0 6.4 14.0 33.2 9.5 167 1.7 -41
1 350 109 347 4.5 11.2 -125 -12.2 312 2.2 -0.1
1 470 0.4 2.3 4.4 11.2 31.2 11.4 191 1.8 -36
1 470 0.3 1.6 6.8 15.7 33.2 12.8 199 1.7 -38
1 470 37 131 2.4 5.3 6.6 5.2 278 19 -35
1 470 22 89 4.1 10.3 -5.2 -3.1 245 2.0 -2.4
1 470 40 141 4.1 10.2 -21 -1.7 286 2.0 -24
1 470 145 411 2.5 5.8 -16.3 -20.5 354 25 -0.2
1 470 151 568 4.5 11.2 -11.3 -8.1 266 2.1 -1.2
2 350 0.3 1.9 8.9 20.8 32.3 10.1 177 1.7 -38
2 470 0.4 2.2 6.8 15.1 37.7 11.1 171 1.8 -39
2 470 0.3 1.8 9.0 21.0 39.6 13.7 185 16 -38
3 350 0.2 0.9 2.3 6.7 -6.5 -3.4 227 2.6 -24
3 350 0.2 0.9 3.7 8.0 -8.4 -4.6 226 2.6 -27
3 350 0.2 1.1 4.3 11.3 -10.9 -3.4 176 2.3 -3.0
3 350 0.2 1.8 6.2 13.2 -9.4 -1.4 122 2.2 -3.8
3 470 0.2 1.2 2.2 6.0 -75 -43 239 2.6 -28
3 470 0.6 2.9 3.9 9.4 -85 -5.6 258 2.4 -3.0
3 470 0.3 1.9 4.4 11.4 -6.1 -1.3 141 2.2 -3.6
3 470 0.3 2.6 6.1 131 -7.7 -0.8 98 2.1 -38
3 650 0.3 0.9 0.7 0.9 -5.0 -6.6 364 2.9 -1.7
3 650 0.4 1.7 25 6.3 -7.0 -33 216 2.4 -29
3 650 0.4 2.0 3.8 9.0 -6.2 -32 226 2.2 -28
3 650 0.4 2.7 4.6 11.9 -3.4 -0.7 139 2.1 -3.6
3 930 0.5 15 0.5 0.6 -4.2 -5.1 351 2.8 -15
3 930 0.3 1.6 3.8 9.6 -1.9 -0.6 175 2.1 -34
3 930 0.5 3.2 6.5 14.0 -4.3 -1.3 168 1.9 -3.7

the solid lines in Fig. 2. This agreement is achieved without hatade, the model of Abu-Ghannam and SH&predicts attached

ing to adjust the value of Rg predicted by the model to accountflow transition instead. Such a difference could be critical in the
for a bias created by the measurement technique of Abu-Ghannestimation of profile losses and heat transfer patterns on a turbine
and Shaw{3], as suggested by Fraser et 4] and Dey and blade. The transition process in separation bubbles was shown by
Narasimhd65]. It must be recognized, however, that the scatter iaras[45] to be sensitive to the pressure gradient history of the
the data observed in Fig. 2, which is comparable to the scatterbmfundary layer prior to separation. Since this is most probably the
the original data set of Abu-Ghannam and Sh&} translates result of the effect of such history on the streamwise development
into an uncertainty in the predicted Rat transition onset of 15— of instabilities in the boundary layer, similar effects are just as
20%. This level of precision may be inadequate in certain irikely in instances of attached-flow transition. Such effects cannot
stances. For example, for the separation-bubble transition méea-accounted for with the parameters currently appearing in the
surements of the present authdi®4], where the streamwise model of Abu-Ghannam and Shd®]. Thus, although this model
pressure distribution is typical of the suction side of a turbinis in fair agreement with the data of the present authors, and is

Table 3 Flow parameters at separation and transition inception: Separation-bubble test cases [13,54,63,64]

R (X10°) ksl 65(X107°) Res Tuer (%) TF (%) 75(X107) Ay(X107?) Rey Re(X10°) Rey(X10°) Re(X10°) Re(X10°) Hs His 10g1o(N)

350 1.3 03 06 1.7 -7 _33 263 244 285 34 271 3181 05
350 1.4 04 0.6 1.2 -96 -6.4 258 261 302 36 293 3287 03
350 1.3 0.3 2.2 59 _158 ~101 252 242 271 32 280 3.06.4 06
350 1.3 04 42 89 -103 _84 285 270 280 23 274 3043 01
350 62 16 0.7 14 _225 -13.8 257 255 289 30 295 3.0 42 09
350 66 17 22 56 -38 —30 258 273 286 31 302 3057 03
350 56 16 4.4 108 -g1 _65 288 268 273 7 274 3.0 33-06
350 110 28 0.7 1.3 _154 ~102 257 264 287 35 284 3156 05
350 97 28 2.2 54 _16.8 -139 287 266 278 19 280 3.0 45_02
350 94 29 4.2 10.3 -135 -13.4 314 286 287 4 294 29 32-04
350 347 99 0.7 1.7 -167 -13.8 286 271 280 17 278 35 47 0.2
350 340 109 2.4 6.2 —24.4 —249 321 309 312 4 309 3.7 36-02
470 1.6 05 0.4 07 -2 _5g 306 339 390 45 357 3168 08
470 1.6 05 04 06 -_g2 -7.7 305 349 392 47 390 3073 07
470 15 05 23 59 -115 ~111 309 339 362 38 359 3052 06
470 1.5 05 34 84 _91 —90 312 336 356 31 342 29 44 03
470 78 25 0.6 08 -135 ~13.4 316 410 448 38 438 3157 09
470 49 22 23 54  _16.6 327 444 362 372 17 367 2832 03
470 98 37 0.5 0.7 -11.3 ~16.2 376 352 380 35 378 3.053 0.3
470 405 137 0.6 09 -137 -15.8 338 378 381 8 383 354201
406 / Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o (@) 1000
pomm T Gy 800 F
05 = 02 E
600 -
N, 00} Re,,
5-
(x107) st Re.%7 E
05 \ | €05 400 |
V) 200 Eq. 19
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(b)
00 ¢ Fig. 3 Sensitivity of the transition inception location in the

separation bubble to freestream turbulence (smooth surfaces )

r.,r".““‘i-o""/.
Ns-01F /\’.‘ decreasing freestream velocity partially offsetting the increase in

the streamwise coordinate As a result, it is more difficult to
capture the slight upstream movement of the transition inception
point with increasing freestream turbulence at elevated levels of

025767 02 03 04 05 06 07 turbulence through a correlation based orsREhis can be better
x (m) accomplished if the dependent parameteg, Rereplaced with the
Reynolds number based on the streamwise distance between the
Fig. 1 Representative distributions of the acceleration param- separation and transition inception locations, ReRe, s corre-

eter » for the test cases of Roberts and Yaras  [13,54,63,64]: (&)  |ates closely with the Reynolds number at the separation point
(f”} _ba?_d Cpo pressure distributions,  (b) C,s pressure  po  and decreases with increasing freestream turbulence as
istribution shown in Fig. 3. The proposed correlation is

Re,s=[835 - 36TF(%)]Re, " (19
herein put forward as the one favored over alternative mod%s

available in the published literature, the potential for further imdt?e?jegfjref)aiggnrrcr)]snrt1$nggsthoeniﬁt?&i;?igﬂug?(tjrg;esi?igflcitr?c%f ?ilcs):un?r;
provements remains. g P

The data points identified by the grey symbols in Fig. 2 corr separation bubbld$3,64]. This effect is demonstrated in terms of

spond to surfaces with a range of distributed roughness wigie Parameters of the proposed model in Fig. 4. The upstream
heights of approximately 04 k,,¢/ 6,s<0.6. The physics of the movement of the transition point with increased surface roughness
. ms' Yts M

observed effect of surface roughness on the location of transitiB‘rJﬁ'ght is clearly evident, and the rate of this movement appears to

: U I Increase somewhat with freestream turbulence. The proposed
inception is discussed elsewhdi&3,64]. Although a significant gansition-inception modelEq. (19)) can be made to account for

effect of roughness on Rgis evident, the relative sparseness o . R
the data set prevents reliable enhancement of Abu-Ghannam Hgace roughness effects through the following modification:

Shaw’s [3] model. Further measurements are needed before at-
tempting such improvements that would make the model moreRes—ts:{
relevant for the performance prediction of in-service gas turbine

blades.

In instances of transition in separation bubbles, the correlation » » )
of Yaras[53] (Eq. (7)) provides reliable estimates of the location Length of Transition. The proposed transition length model is
of transition inception, including cases with elevated levels dfased on the following expression for the streamwise intermit-
freestream turbulence. The model mimics the empirical trend &cy distribution36]:
reduced sensitivity of Reto freestream turbulence aRu in- = 1 — eV [oftan @)Ul tana)dx 21)
creases. Retypically does not vary significantly between the Y= e e
separation and transition inception locations. This is due to tAs was noted earlier, this expression has its roots in the work of

Emmons[1] and has been brought to the present level of formu-
lation through the studies of Narasimf@ and Solomon et al.

oK
835 — 36TF(%) — [1,400 + 28245 Aﬂ]?} Re, >’

S

(20

400 1%
k-
' : o 1000 f ———— TF=1.1%
& 5 2%
SRl ﬁ T . TF=57% } Eq. 20
S 800 - TF=9.6%
Re,,,200 | i:l. 3% »  TF=06-17%
) 5% Re 600 a  TF=54-64%
= = TF =8.4-11.3%
L —_ e
100 "0 1.7%<Tu<2.0% os 400
A, A 27%<Tu<3.3% 200
0 L 1 J
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Bts 1

0 - i | -
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Fig. 2 Comparison of present experimental results (filled sym- Kims/0

bols) to the experimental data (hollow symbols ) and correlation

(lines) of Abu-Ghannam and Shaw [3]. (The present rough- Fig. 4 Sensitivity of the transition inception location to sur-
surface test cases are shown in grey. ) face roughness and freestream turbulence
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Fig. 5 Variation of the spot inception parameter with Ags and  Fig 6 Variation of the spot production parameter with the
Taylor's turbulence factor. ~ (Rough surface measurements shape factor at transition inception.  (Symbols filled in grey in-
[63,64] are shown in grey. ) dicate measurements over a rough surface. )

[36]. Since this formulation for intermittency has been demo
strated to be consistent with the physics of the transition proc
based on numerous experimental studies, it has been adopte

g_gg following correlation is proposed, which is consistent with the
g%perimental results throughout thgs range of Fig. 5,

the present modeling effort. The length of the transition zone is 8.5

quantified through the streamwise distance over which (Ed). log;o(N) == 3.75 o 3 TP (24a)
yields intermittency values greater than O and less than 1. The 24337

location of transition inceptiom,s appearing in this expression is 0

obtained from the models proposed in the previous section. The f(TF) = 2.9-0.29F(%) (24b)

parametersr and a representing the spot spreading rate are ob- 100 + 1.ATF(%)[1 + TF(%)]
tained from the following expressions, as proposed by Solomon

al. [36] and D'Ovidio et al [59] 'I%s correlation is formulated such that it provides similar results

to Eqg. (12) in the 0.1 to 0.08\ s range, for turbulence intensi-

a=4+22.14(0.79 + 2.72%763) (22) ties varying from 0.5% to 6.5%, since this earlier correlation was
calibrated against an extensive data set in this range. The turbu-
0 =0.024 + 0.604/ + 5e5%9) (23) lence intensityTu, appearing in the earlier expressions faris

The intermittency distributions based on the experimental rEiOW replaced byfF. This was done in recognition of the fact that

sults of the present authors for a range of streamwise press ggﬁect of turbulence intensity on the transition process ought to
gradients, freestream turbulence levels, and surface roughn gal_nfluenced by the length scale of t_he frees_tream turbulence
conditions[13,54,63,64have been found to be consistent with th&9dIes. In the absence Of_ length-scale '”fOFma"‘?” for freestream
dependence af and o on only \,. This has been observed to beturpulen;e, Eq(24) may still be usgd to obtain e§t|matesh¢by

true in both attached-floW13,63 and separated-floWs4,63,64 usingTuin place of TF. The data points shown with grey symbols
transition. The remaining parameter required for estimating th Fig. 5 correspond to a range of rough-surface conditions and

intermittency distribution through Ed21) is the spot inception will be discussec_i shortly. . . .
rate n. As vgas discussed pre\%ousl?/, starting wiﬁh the vF\;ork of A more effective approach to estimating the spot production

Narasimha[9], this parameter has traditionally been extracte te pgrameteN is evident from t.h.e results §hown in Fig. 6.

. i . . 3 xcluding the rough-surface conditions identified by grey sym-
from the nondimensional inception rate parametéx.nofs/v, bols, a strong dependenceNfon the boundary-layer shape factor
and the most recent model, as given by BP) (with Eq. (12a) at thle oint gf trarl)nsition inception is observ)e/d )'/I'his is F():onsistent
scaled as per the authors’ recent experimental rgscitgelate P P :

this parameter to\, and freestream turbulence at the transitio 'tzltgﬁ dezzfgalf;rﬁggef:snsﬁgci\:gig;Tef;:eggttrr]efggégsrb;rfﬂﬁiwn
inception location. Figure 5 presents measured results for t & P 9 ’

variation of N with \, and freestream turbulence level. The mag affect the shape factor. However, the notably lower scatter in
'] . =, . N
jority of the data points, as identified with filled symbols, wer [ig. 6 than that observed in Fig. 5 may suggest the boundary layer

%hape factor to be more directly relevant to the rate of turbulent

?easurgd by the_ present authfit8,54,63,64and are observed_ to spot production. The trends in Fig. 6 suggest the following corre-

e consistent with the results of others. In the figure, the size IO%ion betweerN and H...
the symbols increases with increasing freestream turbulence leval ts:
Unlike the earlier data sets used for correlatiNgto A, and 0.5H - 2.2
freestream turbulence, Fig. 5 includes results from transition in  10g10(N) = 1= 063+ 01412
separation bubbles. In the figure, the attached-flow and separated- s T R s
flow transition regimes are separated approximately by a straigfie use of this correlation to estimal¢ requires thatH,s be
dashed line. Despite somewhat larger scatter, the rate of spot fkeewn. In instances of attached-flow transition, this information
duction is observed to remain fairly constant in separation-bublian be obtained most efficiently by the use of an integral method,
transition for the displayed ranges of magnitudes\gaind free- such as the method of Thwaitg86], for the streamwise develop-
stream turbulence. Equatiéh2), on the other hand, would predict ment of the laminar boundary layer up to the point of transition
a linear increase in lIgg(N) with increasing adverse pressure grainception. Based on the data published by WI&&], H can be
dient, rather than leveling off as suggested by the data. As a resatifrelated ta\, through

{1.6<H=<8.5 (25
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The effect of freestream turbulence bhis not accounted for in y T
this empirical correlation and can be estimated from the following ‘g4 [ y
expression, which is based on the experimental results of the Eq. 25)
. e EQ.
present authors: 02r . Experiment - log(N) = 0.79
H
— =1-0.03TF(% TF(%) < 11 2 . L L —— S — )
Hy (%) {TFC6) <11 @7 05 5 10 15 20 25
X - X, (mm)

whereH7 is the shape factor estimated from E6).
. Fo_r eSt'mat'r_‘g the shape factor at the point of Frans't'on 'ncep'g. 8 Intermittency distributions for two separated-flow tran-
tion in separation bubbles, the following correlation is proposegion cases (as labeled in Fig. 6 )

for smooth surfaces, over the ranges of 23Re;,<310 andTF

<10%, based on the experimental data shown in Fig. 7.

- _ _ _ heights of about 0.4 k,,,¢/ 6;s<0.6, with a trend toward increas-
Hi=(17.2-0.032R 0.9-0.0018 Rg) TF(% 28 rms’ Uts ,
= R~ ( RITF%) (28 ing spot production rate with increasing height of roughness ele-

In summary, the proposed model for predicting the length of thients. It therefore appears that although freestream turbulence

tl’anS_itior‘l zone, unified for attached- and Separated-flow transitiqﬁects the spot production rate primarily through its influence on
consists of Eqs(21)—(23) and (25). These are supplemented by

Egs. (3) or (20) to predict the streamwise location of transition

inception, by Eq.(10) to relaten to N, and by Eqs(26)—(28) to (@

predict the shape factor at this point, if necessary. 1r - -
For two of the separated-flow transition cases labeled in Fig. 6, ' w7

the predicted intermittency distribution, hence, transition length, is 08 | R

compared to the measured values in Fig. 8 The spot production /./'

parametem of the test case corresponding to Figb)8is off of 06 b s

the trend ling(Eq. (25)) in Fig. 6 by about one standard deviation. Y /.'

Thus, the difference in the extent of agreement of the predicted 04 F ;

and experimental intermittency distributions in Fig. 8 provides an /

indication of the effect of the scatter in the measured valuds of 02 f ‘," o Eq‘ ggg

on the prediction accuracy of the transition length. This effect is t . Eg;')eriment-log(N)=-3.6

noted to be relatively small. 0 h bbb s )
Similarly, the measured and predicted intermittency distribu- 0 100 x—xzo(?nm) 300 400

tions for two attached-flow transition casgabeled in Fig. 6 are ts

compared in Fig. 9. Again, Fig(B) corresponds to a test case that ®)

represents the extent of scatter in the measured valulis Bifie 1,

effect of the uncertainty in thi values on the prediction accuracy

of the transition length is observed to be small. For reference, the 0.8
predictions based oN values estimated through E@L2), with

Eq. (12a) modified as per the authors’ recent observatifif, 0.6
are also included in these figures. Since both E#8) and (25)

are calibrated against the same attached-flow transition data set, 70 4
the accuracy of the prediction is similar with the two models. ’

Eq. (25)

Effect of Surface Roughness on Transition Length.For 02} ———— Eq. (12)
attached-flow transition, presence of roughness is noted to in- ? " Experiment - log(N) = -1.5
creaseN for a giver_l)\ﬁt_S (Fig. 5 or Hy (Fig. 6). This trend is 00 50 100 150 200
particularly evident in Fig. 6, wherds assumes a nearly constant X - X,, (mm)

value of 2 for the attached-flow transition cases over rough sur-

faces. The rough-surface data points shown in the figure fpiy. 9 Intermittency distributions for two attached-flow transi-
attached-flow transition correspond to a range of roughnegs cases (as labeled in Fig. 6 )
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the cross-stream distribution of velocity as described by the shapeRe, = Reynolds number based on streamwise distance be-

factor, surface roughness has a more direct effect. This is an in- tween the leading edge and the separation locdkgn
tuitive result, for the sweep and ejection processes leading to gen- and the freestream velocityxat(U,o

eration of turbulent spots take place deep within the boundary Rg, = Reynolds number based on streamwise distance from
layer where they can be readily affected by the local flow pertur- the leading edge

bations created by the roughness elements. A fairly consistentrg — reference Reynolds number ReU, e/ v

trend of increasindN with increasing rms roughness height was Re, = Reynolds number based on momentum thickness
observed by the authors for the data points displayed in Fig. 6. TE — Taylor's turbulence factoTF=Tue(L/\9)%2

:—rl]owever, fu(rjther e>ipt§rimfe®r:ts arebdesit;abletbzf(t)re_ ar|1 %xtensior:l of 1y = local freestream turbulence intensigp)
surface conditions in the attachéd-flow transiion regime,  Ter = reference turbulence intensitg6) measured 10 mm
Finally, as shown in Fig. 6, the spot production rate in iﬁstances upstream of the test-surface leading edge
Y. g 9. o, potp - = average Tu%) from the leading edge t®
of separation-bubble transition does not appear to be sensitive to U. = local freestream velocity. m/s
surface roughness, with the exception of two data points. In the, ~¢ — locity, . .
majority of the separated-flow transition cases shown in this fig- DLt — turbulent spot leading-edge convection velocity, m/s
ure, the separated shear layer was determined to be well above thErer = reference velocity, measured 10 mm upstream of the
crests of the roughness elements in the vicinity of the streamwise, leading edge of the test surface ,
location of transition inception. Thus, the process leading to the YTe = turbulent spot trailing-edge convection velocity, m/s
generation of turbulent spots is not expected to be affected by tReY-Z = Streamwise, wall-normal, and spanwise coordinates
flow perturbations of the roughness elements to the same extent as @ = turbulent spot spreading half-angle
in instances of attached-flow transition. This may be the explana- ¥ = intermittency of the boundary layer
tion for the lack of sensitivity of the spot production rate to sur- ¢ = momentum thickness
face roughness in these cases. Consequently, for surface rough- 7 = acceleration parametey=(v/ Uez)due/dx
ness conditions typical of in-service gas turbine blades, the \g = integral length scale of turbulence, measured 10 mm

proposed model for predicting the length of the transition zone upstream of the test-surface leading edge

remains applicable for the separated-flow regime. Ny = Thwaites’ pressure gradient parameter
No= (6?1 v)dU/dx

Conclusions v = kinematic viscosity, Vs

Through analysis of an extensive experimental data set, a strong o = spot propagation parametéq. (9))

correlation of the turbulent spot production rate with the boundagubscripts

layer shape factor is identified. Based on this observation, a uni- r = reattachment

fied model is proposed for predicting the spot production rate in s = separation

separated- and attached-flow regimes, for both favorable and ads-ts = denotes the streamwise distance between the separa-

verse streamwise pressure gradients and a range of freestream tion and transition inception locations

turbulance levels. The model is shown to maintain the prediction te = transition completion

accuracy of an existing model for the attached-flow regime and is s = transition inception
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Nonsynchronous Vibration (NSV)
due to a Flow-Induced
Aerodynamic Instability in a
Composite Fan Stator

This paper describes the identification and prediction of a new class of nonsynchronous

vibration (NSV) problem encountered during the development of an advanced design
A. J. Sanders composite fan stator for an aircraft engine application. Variable exhaust nozzle testing on
an instrumented engine is used to map out the NSV boundary, with both choke- and
stall-side instability zones present that converge toward the nominal fan operating line
and place a limit on the high-speed operating range. Time-accurate three-dimensional
viscous CFD analyses are used to demonstrate that the NSV instability is being driven by
dynamic stalling of the fan stator due to unsteady shock-boundary layer interaction. The
effects of downstream struts in the front frame of the engine are found to exasperate the
problem, with the two fat service struts in the bypass duct generating significant spatial
variations in the stator flow field. Strain gage measurements indicate that the stator vanes
experiencing the highest vibratory strains correspond to the low static pressure regions of
the fan stator assembly located approximately 90 degrees away from the two fat struts.
The CFD analyses confirm the low static pressure sectors of the stator assembly are the
passages in which the flow-induced NSV instability is initiated due to localized choking
phenomena. The CFD predictions of the instability frequency are in reasonable agreement
with the strain gage data, with the strain gage data indicating that the NSV response
occurs at a frequency approximately 25% below the frequency of the fundamental bending
mode. The flow patterns predicted by the CFD analyses are also correlated with the
results of an engine flow visualization test to demonstrate the complex nature of the flow
field. [DOI: 10.1115/1.1811091

Honeywell Engines,

Systems and Services,

Phoenix, AZ 85034
e-mail:al.sanders@honeywell.com

Introduction the ratio of the product of the shedding frequency times the cyl-
inder diameter divided by the freestream velogity. For elastic
li)rc_)dies this shedding can lead to very high levels of vibration if the

Important area of concern in the design and development of 3 edding frequency coincides with one of the natural modes of
craft engines. The fundamental excitation sources for many HéE rationg[z 3]q y

roblems are the unsteady aerodynamic forces that act on ¥i .
P y y hese vortex shedding phenomena hve also been observed for

rotating and stationary airfoil rows. Historically, the unsteadgi v stalled airfoil i | i’ hed f th
aerodynamic drivers have been classified as either flutter or for P!y stafled airforls, with large-scale vortices shed irom the up-
&l surface at a Strouhal number of approximately 0.20 when the

response. Flutter problems arise when the vibratory respons d chord | h I he fi d he ch
self-excited, i.e., the motion-induced unsteady aerodynamics &¥@)ected chord length normal to the flow was used as the char-
leristic dimensio4]. However, in this same work a low fre-

the source of the excitation. Forced response problems arise wh& L e
a periodic forcing function coincides with one of the naturafiuency periodic oscillation was also observed for lower angles of

modes of vibration of a given blade or vane row. In general, tfitack near the onset of static stall in which the Strouhal number
primary forcing functions considered are wakes, shocks, and pi@s an order of magnitude lower (50.02). These low fre-
tential flow fields generated by both the upstream and downstre8ifncy fluctuations imparted much larger unsteady forces to the
airfoil rows. airfoil than those observed at the higher angles of attack, with a
However, there is no reason to believe that the forcing functigigParation zone originating in the leading edge region causing the
to a given blade or vane row has to be externally generated, i@rfoil to periodically switch between stalled and unstalled states.
the excitation could be generated within the airfoil passage itsefumerical simulations were carried out using a two-dimensional
In fact there have been many observations of flow-induced aefdavier-Stokes analysig5,6] with the Baldwin-Lomax algebraic
dynamic instabilities in a variety of other disciplines. A priméurbulence model in which transition was assumed to occur at the
example is the phenomena of vortex shedding behind bluff bodiégading edge. Nonreflecting boundary conditions were used at the
such as circular cylinders. This vortex shedding occurs at a friglet and exit of the computation domain, with the low frequency
quency proportional the flow velocity, with alternate vortices she@scillation predicted to occur at Strouhal number of 0.03, which
from the cylinder in a very regular fashion. For high Reynoldsompared reasonably well with the measured Strouhal number of
number flows, the shedding phenomena have been observed-&2.
occur at a nearly constant Strouhal number<820), defined as  Camp[7] has postulated that these vortex shedding phenomena
can be amplified by resonant duct or cavity modes in the turbo-
Contributed by the International Gas Turbine InstitU@T!) of THE AMERICAN ~ Machine annulus. Recall that the frequency of the vortex shedding
$OCIETY OF MECHAN::CAL ENGINEETSéorar;u!igZati&r;eirr:] ;Ti r':\aSIM(IBE aOSURTN/?kL)_r?g . is proportional to the flow velocity because it occurs at a constant
Az$:e?1héﬁ1%HéNoizTéss 2?1?5[(3‘2?;?2”9’ Vienna, Austria, Ju:1e 13-17, 20(;]4, IP.’;\perrﬁc‘jrou.hal nur_nber. When the vortex shedding freql.‘lency. is nearly
2004-GT-53492. Manuscript received by IGTI, October 1, 2003: final revisiosoincident with a duct resonance, the vortex shedding will lock-on

March 1, 2004. IGTI Review Chair: A. J. Strazisar. to the acoustic frequency and large amplitude unsteadiness can be

High cycle fatigue(HCF) of turbomachinery components is an
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generated. The coincidence of these two frequencies is not as 1
as one would expect because there are numerous duct acot
resonant frequencies corresponding to different circumferent
and radial mode orders. Camp presented data from a low-spt
compressor that revealed the characteristics of these lock-on p
nomena, with step changes in the frequency content of the aco
tic signal occurring as the flow rate was varied to excite acous:
modes of different circumferential orders.

There have also been studies that show the tip clearance fl
field can exhibit periodic oscillations. Mailach et 8] performed
experiments in a low-speed research compressor and obser
that strong periodic interactions of the tip clearance flow occurre
for large clearances near the stall boundary. The rotating tip flc
instability exhibited a cell wavelength spanning approximatel <
two rotor blade pitches and propagated around the annulus at 50—

60% of the rotational speed, i.e., a strong periodic interaction Fig. 1 Fan stage cross section

occurred between every other blade. The tip instability was found

to exhibit a broadband hump in the frequency spectrum, with the

center frequency correlated to a Strouhal number using the radial

extent of the clearance vortex as the characteristic length scalgtruts located at TDC and BDC are seen to produce a significant

Lenglin and Tar{9] utilized a three-dimensional viscous CFDstatic pressure variation{4% of the fan inlet total pressure
analysis to demonstrate the inherently unsteady character of gfeund the annulus of the stator. Thus, the struts locally back-
tip clearance flow in the rotor relative frame. They found that theressure the bypass region of the fan stage, with the low static
predicted Strouhal number of the unsteadiness based on the rg@ssure regions of the fan stator operating on choke-side of the
chord was 0.7. The fluctuating clearance flow was found to geharacteristic and the high static pressure regions operating on the
erate unsteady loading fluctuations in the tip region as large stall-side. Keep in mind that for any given operating point the fan
30% of the local value of the static pressure coefficient. Kielptator assembly will exhibit nominal, choke-side, and stall-side
et al. [10] performed multipassage three-dimensional viscouggions due to these downstream strut effects, with the fan stator
simulations and found that an NSV problem observed in a corassembly as a whole operating on the average axisymmetric de-
pressor was driven by coupled suction-side vortex unsteadin@&@n intent characteristic.
and a tip flow instability. The simulation predicted an aerody- To address the source of the NSV problem, extensive develop-
namic excitation frequency in the rotor relative frame that was iment engine testing was conducted with strain gages sensitive to
reasonable agreement with the strain gage test data. However,ttige first bending mode positioned on selected vanes at various
comparison of the CFD predictions with casing Kulite data wer@cations around the annulus. As more data became available it
poor, indicating either the circumferential wave speed and/or thecame obvious that the highest responding vanes primarily oc-
nodal diameter of the unsteadiness predicted by the CFD analydligred in the vicinity of low static pressufaigh Mach number
was incorrect. regions of the fan stator assembly. Figure 3 shows typical strain-

This paper describes a new class of NSV problem encountei@age time histories for the fan stator vanes as an acceleration was
during the development of an advanced design composite fan fugfformed along the nominal fan operating line. For this particular
tor that exhibits characteristics similar to dynamic stall. A combgngine test, strain gages were located on vanes 10, 16, 26, and 43.
nation of factors lead to the onset of the NSV instability, includinghe circumferential locations of these instrumented vanes corre-
the close aerodynamic coupling between the stator and the dowpond to both the low and high static pressure sectors of the fan
stream front frame struts. The two fat service struts in the fa&tator assembly as shown schematically in Fig. 2. Analysis of the
bypass duct are found to produce significant spatial variations $train gage data indicated that the response was nonsynchronous,
the fan stator flow field, with localized choking occurring in thevith the peak hold frequency spectrum for this time interval
high Mach number regions of the annulus. A flow-induced aeréhown in Fig. 4. Also notice that the vibration occurs at a distinct
dynamic instability is initiated in these high Mach number refrequency approximately 25% below the fundamental mode
gions, with interactions between the passage shock and the dofagquency.
stream separation zone leading to large amplitude periodicExtensive bench testing was performed to characterize the
unsteadiness that is the driver for the NSV problem. structural dynamics of the fan stator assembly to help explain the
vibration frequency observed in the strain gage data. Figure 5
displays the results of acoustic ring signat(#é&rS) testing for a
Problem Background typical fan stator vane mounted in the assembly. ARS data was

The fan module that experienced the stator NSV problem @&quired for all 53 vanes in the stator assembly, with the mean
shown in Fig. 1. The fan stage features a moderately swept 28quency 435 Hz with a 10.6 Hz standard deviation. Based on the
blade shroudless fan rotor, 53 full-span swept and bowed compdsta, the+ 3¢ vanes have frequencies of 405 Hz and 470 Hz,
ite fan stator vanes, and a front frame assembly featuring eigkspectively. Also note that very distinct modes are present in the
struts in both the core and bypass streams. Of the eight strutsARS spectrum, with even the 3o vanes well above the vibration
the downstream front frame assembly, two fat service struts drequency observed in the strain gage data. Similar results were
located at top dead centéfDC) and bottom dead cent¢éBDC) obtained from both shaker table and holography tests.
in the bypass duct with a single fat strut in the core duct at BDC. In addition, several attempts at eliminating the NSV problem
Notice that the front frame struts are in very close proximity to th#arough vane composite fiber modulus and assembly boundary
fan stator vanes, with the closely coupled stator-strut system beitwndition changes aimed at raising the fundamental mode fre-
one of many contributing factors that drive the NSV instability. quency were also met with limited success. In fact, rigidly fixing

Figure 2 displays the bypass shroud static pressure measureth the shroud and hub boundary conditions resulted in only a
ments from a subscale fan rig taken at the fan stator leading edgedest improvement in the onset of the NSV instabi(ity7.5%
plane for the 90% corrected speed peak efficiency operating point.corrected fan speed along the nominal operating) lienen
Note that this corrected speed corresponds to the operating pahdugh the fundamental mode frequency was increased nearly
at which the vibration problem was encountered along the nomi5%. This indicated that frequency, and, hence, reduced fre-
nal fan operating line during the engine tests. The two fat bypagsency, were not strong drivers for this particular vibration prob-

Journal of Turbomachinery APRIL 2005, Vol. 127 | 413

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-
w
(4]

={Vane Leading Edge Static
=O=Vane Mid-Pitch Static
< Strain Gage Locations

-
w
o

Shroud Static Pressure, Py/Py,

1.25 |
Fat Strut Fat Strut Fat Strut
V10 vie V17 V26 V43 V44
1.20 -
0 45 90 135 180 225 270 315 360

Circumferential Location (FLA from TDC)

Fig. 2 Fan stator shroud static pressure wave form at 90% corrected speed peak
efficiency operating point

lem. In addition, engine testing with a hub stiffening ring to raiseharacterize incipient instability conditions. Figure 6 shows the
the assembly frequency verified that it was not a system moderebults of the VEN testing, with both choke- and stall-side insta-
the vane-shroud-hub assembly that was being excited. bility zones present that converge toward the nominal operating
A variable exhaust nozzI¢VEN) was also used to back- line and prevent operation above approximately 90% corrected
pressure the fan and map out the NSV boundary, with the onseffan speed.
the NSV response found to be a strong function of the fan oper-Additional fan stator strain gage instrumentation was also in-
ating point. During this testing the VEN was adjusted to set th@uded in the VEN test to gather information to better understand
fan operating line at the desired condition and then an acceleratibie fan stator vibratory response characteristics. This included
was performed until either high vibratory strains were encoumiode 1(first bending and mode Zfirst torsion dynamic strain
tered or the engine interstage turbine temperature limit wasges on vanes 10, 16, 26, and 43. Static strain gages capable of
reached, at which point the speed sweep was terminated. Timeasuring the mean and alternating strain were also positioned on
process was repeated until the entire fan map had been explovades 17 and 44 at the same location as the mode 1 dynamic
with sufficient detail to map the location of the NSV boundarygages. These additional strain gages were used to provide infor-
Since the vibratory strains rose very rapidly as the instabilitjpation about the phasing of the vibratory response once the NSV
boundary was penetrated, the onset of the NSV instability wasstability was encountered. Figure 7 shows the strain gage time
defined as the fan speed at which the vibratory strain first ehistories for vanes 43 and 44 during the instability for a typical
ceeded 20Quin/in p-p for any of the strain gages. This strain levespeed sweep during the VEN test, with the response amplitude
was chosen because it was a strain level that exhibited both a higghly random. Figure 8 shows a windowed time interval in which
signal-to-noise ratio and at the same time was low enough itois seen that vanes 43 and 44 are vibrating approximately 180
degrees out of phase. Several other time intervals during the NSV
instability were also examined, and this 180 degree phase relation-

Viomt ship was always present. Review of the vane 16 and 17 strain
£ gage data also revealed the same 180 degree phasing.
S Initially it was thought that the low material-to-air density ratio
> (mass ratip of the composite fan stator vanes may have been
. leading to coupled bending-torsion mode type flutter common to
Time (sec)
aircraft wings and composite prop fans. However, examination of
| viem1
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Fig. 3 Fan stator strain gage time histories for acceleration Fig. 4 Fan stator vane peak hold frequency spectrum during
along nominal operating line NSV instability
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Fig. 5 ARS spectrum for a typical fan stator vane

the mode 1 and mode 2 dynamic strain gage data gave no indioa-the inlet bellmouth screen at the engine centerline approxi-
tion of frequency coalescence for any of the speed sweeps, iraately 14 in. upstream of the fan spinner. Note that a horseshoe
the mode 2 frequency did not drop with speed or the modevbrtex forms at the airfoil leading edge near the junction of the
frequency rise such that the two coalesced into a coupled modme and the hub grommet. The vortex follows the grommet in the
response. Thus, coupled flutter was ruled out as the root causdasfvard portion of the passage where the favorable suction sur-
the NSV problem. face pressure gradient in the leading edge region forces it to re-
Following the VEN test it became apparent that further attempisain close to the airfoil surface. Once the suction surface pressure
at eliminating the NSV problem should focus on identifying thgradient becomes adverse, the vortex begins to spiral up the trail-
aerodynamic driver. Figure 9 displays results of an engine flowg edge of the vane. This very strong secondary flow pattern is
visualization test at 87.5% corrected fan speed along the nomimak typical of most fan stator designs and is thought to be contrib-
fan operating line just prior to the onset of the NSV instability. Fouting to the onset of the NSV instability. It will be shown in the
this test, yellow Fuller’'s earth was injected from a tube mountatext section that these flow structures are captured by the un-
steady CFD predictions.

—Cycle Speedlines
——Ref Nozzle Op Line
NSV Instability Boundary
O V10 Strain Gage Data

O V16 Strain Gage Data

<© V26 Strain Gage Data

A V43 Strain Gage Data

Analysis Results

To identify the flow physics driving the NSV problem, unsteady
three-dimensional viscous CFD simulations of the fan stator were
performed using TURBO-AE v4.1 with a CMOTT «turbulence
model[11]. This code is a time-accurate three-dimensional Euler/
Navier-Stokes flow solver for axial-flow turbomachinery under
development at Mississippi State University and NASA Glenn
Research Center. A single blade passage was modeled in the un-
steady analysis, with periodic phase-lag boundary conditions used
to simulate the desired interblade phase angle for nonzero nodal
diameter patterns. This same analysis has been used very success-
fully in the past to predict the onset of stall flutter in advanced fan
050 60% blisk designs[12]. Further details of the code can be found in
0.35 0.45 0.55 0.65 075 0.85 0.95 105 Bakhle et al.[13,14, Chen and Whitfield15], and Srivastava

Inlet Corrected Flow, W /W, es et al. [16]
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Fig. 6 VEN test fan stator NSV instability boundary
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Fig. 7 Fan stator strain gage time histories for vanes 43 and Fig. 8 Windowed fan stator strain gage time histories display-
44 during a typical VEN speed sweep ing 180 degrees phasing
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Fig. 9 Engine flow visualization test of fan stator just prior to onset of NSV insta-
bility

The grid used for the fan stator simulations was a single block The operating conditions analyzed using TURBO-AE included
smoothed H mesh with 122 points in the streamwise, 39 pointstime nominal operating line as well as both choke- and stall-side
the blade-to-blade, and 51 points in the spanwise direction, Fperating points at 90% corrected fan speed as shown in Fig. 11.
10. The inlet and exit radial profiles to the stator were specified @be intent here was to analyze operating conditions that were
boundary conditions for the TURBO-AE simulations, with theséested and shown to be either stable or unstable in order to identify
profiles determined from steady ADPAC three-dimensional viend understand the phenomena driving the NSV problem. For
cous mixing plane solution§l7] of the fan rotor-stator-strut- each operating point, the fan stator inlet and exit radial profiles
splitter geometry. These multiblade row solutions were readilyere extracted from the multiblade row ADPAC solutions and
available because they had been performed as part of the fan si@gelied as boundary conditions to the isolated vane row
aerodynamic design. Figure 10 displays an example of the stal@dRBO-AE simulations. As both the inlet and exit boundary con-
exit static pressure profile determined from the ADPAC solutioditions were fixed in the TURBO-AE simulations, a small amount
of the fan stage at the aerodynamic design point. Also displayeddfishifting in the exit static pressure profile was required to match
this figure is the static pressure profile determined from a radidle flow rates of the two CFD analyses. This was necessary be-
equilibrium solution of the fan stator using a cylindrical ductause the two CFD codes featured different turbulence models
downstream of the stator exit. The effect of the downstream spliBaldwin-Lomax for ADPAC and ke for TURBO-AE), with the
ter is very pronounced, with the radial profiles from the ADPA®redicted fan stator loss and, hence, flow rate for a fixed exit static
simulations providing a more realistic exit boundary condition tpressure slightly different for the two codes.
the fan stator when compared to the radial equilibrium solution. Figure 12 displays the mass flow rate through the fan stator as

Stator CFD Grid Stator Exit Profile
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90 | ~o-Radial Equilibrium
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Fig. 10 Fan-stator CFD grid and exit profile
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a function of the static pressure adder for the choke-side operat
point. Note that shifting the exit static pressure profile simpl £
alters the flow rate and, hence, inlet Mach number to the stag, %
because the inlet flow angle is fixed as a boundary condition. AI®

= = Target
—Inlet

shown in this figure is a second-order least-squares curve fit of 1 —Exit

CFD predictions, with the flow rate seen to asymptote slightl oss
above the target flow rate. This behavior indicates that the flc 0 100 200 Se S00
through the vane passage is on the verge of choking for this op-

erating point, with matching the flow rate to the target value critijg 13 steady mass flow convergence histories for the stall-
cal because the flow field in the hub region is transonic. Alsde, nominal, and choke-side operating points

notice that both the ADPAC and TURBO-AE analyses nearly fall

on top of the cycle speedline for all three operating points de-

picted in Fig. 11, indicating that both CFD analyses accurate
predict the one-dimensional performance of the fan stage.

400 500

ack-pressure. Additionally, the mass flow through the fan stator

though not presented here, it was found that the TURBO-AE inl ssage remained nearly constant once the critical back-pressure

- . . Was reached, indicating that the fan stator was choked at this
Mach number p!’oflles agreed very well with the ADPAC pred!C()Perating condition. For both Figs. 11 and 12, the mean value of
tions once the inlet flow rate was matched in the manner j

) UHe mass flow rate over the final cycle was used whenever oscil-
described.

Figure 13 shows the steady mass flow convergence historieslé}lr(i)ég behavior was observed in the mass flow convergence his-

the stall-side, nominal, and choke-side operating points depicte
in Fig. 11. The nominal operating line and stall-side steady co

vergence histories are flat while the choke-side solution exhibﬁ
significant mass flow oscillations about a mean value. It was al§
found that there was a critical back-pressure at which the instab
ity was initiated for the choke-side solutions depicted in Fig. 1

Specifically, as the exit static pressure profile was shifted to ma:%n

dTo investigate the source of the flow-induced oscillations, the
teady solutions were time-accurately marched forward and the
dw fields allowed to evolve at their own time scale while the
Enes were held rigidly fixed, i.e., the vibratory deflection was set
qual to zero in the unsteady simulations. Figure 14 shows the
steady mass flow convergence histories for all three operating
ints using periodic boundary conditions, i.e., an interblade
ase angle of zero. Note that for the case of rigid vanes, the
interblade phase angle simply specifies the periodicity of the flow
fleld at the tangential boundaries of the grid because there is no
airfoil motion. For the nominal operating line and stall-side simu-
lations the flow fields remain steady as the solution is marched
forward in time. In contrast, a flow-induced instability develops
for the choke-side operating point.

It should be noted that the only difference between the steady
and unsteady TURBO-AE simulations is in the time stepping al-
gorithm employed, with local time stepping used in the steady
solution and global time stepping used in the unsteady. In fact, the
steady solution is simply obtained by marching the unsteady equa-
tions forward in time until a converged asymptotic solution is
obtained, with the time step locally different at each grid cell to
accelerate convergence. In the unsteady solution, the time step is
fixed at the same constant value for each grid cell based on the
CFL number and the flow field marched forward in time until the

the target mass flow rate, the flow field was stable up until th
critical back-pressure was reached, with large amplitude flo
induced oscillations developing with any further reductions i

0.93
Choke-Side Operating Point

—”

Target Flow

o
©
N

Instability Initiated

Inlet Corrected Flow, Wy/W,, ges
o g
©

O TURBO-AE

—Poly. (TURBO-AE) solution becomes periodic, at which point it is deemed converged.
090 L ‘ The oscillations in the steady convergence history are thus an
-0.006 0,004 -0.002 0.000 0.002 0004 Indication that unsteady phenomena will be present in the time-
Exit Static Pressure Adder, Apy/Py, accurate simulations.
Figure 15 displays the unsteady static pressure convergence his-
Fig. 12 Effect of static pressure adder on flow rate tory near mid-chord on the vane suction surface in the hub, mid-
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Percent Meridional Chord
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span, and tip region of the fan stator for the choke-side operati
point. The unsteadiness is largest in the hub region of the vane ¢ 542
diminishes as the tip is approached, with the pressure fluctuatic o=
nearly sinusoidal in character and of significant magnitudarly o’
30% of the inlet total pressure in the hub region at mid-chord g 1.0
Additionally, the frequency of the unsteadiness is 260 Hz, whic 3
is in reasonable agreement with the vibration frequei380 H2 § 0.8
measured in the engine strain gage tests. t ’
Figure 16 displays the unsteady pressure envelopes for the &
stator choke-side operating point for eight equally spaced tin :',3, 0.6 .
; C Lo ; — Time-Average
instants over one periodic cycle for airfoil sections at 15%, 509 8 _
. . L L Unsteady
and 85% span. Also displayed in this figure by the bold lineistr g4 L. . . = .= . L Lo

time-average of these eight time instants. The amplitude of t
unsteady pressure fluctuations are very significant in the hub &
mid-span regions of the airfoil, with the peak-to-peak pressuie
fluctuations as large as 40% of the fan inlet total pressure on t}g@ 16 Fan stator unsteady pressure envelopes for the choke-

airfoil suction surface. It will be shown that these pressure flugige operating point

tuations are generated by dynamic stalling phenomena triggered

by periodic shock-boundary layer interaction in the stator hub

region where the flow is transonic, time instants over one periodic cycle of the flow-induced un-

Figures 17 and 18 display the instantaneous suction Surf%‘i%sdiness for the choke-side operating point. A vortical separated

streaklines and static pressure contours at four equally SPAGfSy structure is clearly visible in the hub region of the vane aft of
the suction surface shock at the second and third time instants,
with the low momentum fluid in this separation zone being swept
Suction Surface Mid-Chiord Unsteady Pressire up the trailing edge of the vane. As time progresses the separation
zone decreases in size as the low momentum fluid is swept down-
Near To—~  Stream. As the size of the separation zone decreases, the shock

'V"d-SPaQ strength increases and the shock moves aft as the boundary layer
Riesie T reattaches. The shock strength continues to grow as the cycle
progresses until the boundary layer can no longer sustain the ad-

verse pressure gradient, at which point separation is again initi-
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Percent Meridional Chord

N
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oS!
®
o

Pressure, Ps/Ptin
o o
B (2]
o o

0:20 ated. As the separation zone grows in size, it pushes the shock
500 550 600 850 e 0 %0 80 90 forward along the suction surface and the shock strength de-
creases. As the shock strength decreases, the boundary layer starts
Fig. 15 Unsteady suction surface static pressure convergence to reattach and the cycle repeats, with these dynamic stall events
history for the choke-side operating point periodically repeating at a frequency of 260 Hz. These CFD snap-
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Fig. 17 Instantaneous suction surface streaklines over one Fig. 18 Instantaneous suction surface static pressure over
periodic cycle for the choke-side operating point one periodic cycle for the choke-side operating point

simulations were performed for an interblade phase angle of

shots of the instantaneous flow field correlate very well with thé 176.6 degrees(26 nodal diameter patternusing phase-lag
engine test flow visualization patterns shown in Fig. 9 acquirdzbundary conditions. However, when analyzing nonzero inter-
just prior to the onset of the NSV instability at 87.5% correctetllade phase angles, an iterative process was required to predict the
fan speed. Specifically, note the vortical flow structure in the huibequency of the flow-induced unsteadiness. Specifically, the fre-
region of the airfoil suction surface predicted by the CFD analysggiency of the unsteadiness had to be assumed, with this fre-
is very similar to that measured during the engine flow visualizajuency, and the specified interblade phase angle used to calculate
tion tests. a time shift correction to the boundary conditions at the periodic

Note that vane motion is not required to initiate the NSV instaboundaries of the grid. If the predicted frequency of the flow-
bility because the vanes are rigidly fixed in the CFD simulationgénduced unsteadiness differed from the assumed frequency, then
Rather, the instability is inherent to the flow field, with the flowthe time shift used for the phase-lag analysis was incorrect and the
induced unsteadiness driving the vane vibratory response at #ralysis had to be repeated until the predicted and assumed fre-
flow field frequency. Recall that the frequency of the flow-induceduencies matched one another within reasonable accuracy. As the
unsteadiness is predicted to be significantly lower than the vaoperating point on the fan map at which the flow-induced insta-
natural frequency, with the predicted instability frequency 260 Haility was encountered were identical for both the periodic and
and the vane natural frequency 435 Hz. Most structures have wallase-lag simulations, the zero interblade phase angle periodic
defined resonant peaks in which case the flow field will lock-on tooundary condition analysis was adopted in the redesign effort
one of the structural natural frequencies. The present fan stab@cause it did not require an iterative approach.
assembly, however, does not exhibit typical structural dynamicsAlthough not demonstrated in these CFD simulations, one pos-
characteristics due to the flexible nature of the composite vargble reason why the flow-induced instability locks-on to the 180
and the manner in which they are mounted in the rubber gromegree interblade phasing observed in the engine test may be due
mets. Here it is postulated that the fan stator natural frequenyfluid-structure interaction effects. In particular, for large deflec-
drops and locks-on to the flow field frequency once the vibratotjon amplitudes a 180 degree interblade phase angle will result in
response becomes large enough to overcome the static fricttbe smallest throat area across a given vane passage over the
between the fan stator vanes and grommets due to a softeningatirse of one vibration cycle. Since localized choking of the fan
the boundary conditions. This seems like a plausible scenastator passages drives the flow-induced instability, this out-of-
given the highly nonlinear characteristics of the fan-stator assephiase vibration may develop once the fan stator vanes begin to
bly and that fact that the predicted pressure fluctuations are moespond to the aerodynamic excitation. Thus, future work using a
than sufficient to produce structural failure of the fan stator baséldid-structure interaction simulation will more than likely be
on one-dimensional modal force calculations. needed to explain the 180 degree phasing observed in the strain

Also recall that the strain gage data indicated that the interblagage test data. However, for design applications the intent is to
phasing of the vibratory response was 180 degrees, but that #imply avoid the instability altogether. Therefore, if it can be
CFD simulations correspond to an interblade phase angle of zestopped from developing in the first place, there is no need to
Although not presented here, additional unsteady TURBO-Afredict the nodal diameter pattern that it develops into. In fact, the
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110 & Summary and Conclusions

—Cycle Speedlines
—Ref Nozzle Op Line
NSV Instability Boundary

A new type of nonsynchronous vibratighlSV) problem has
been observed in the development of an advanced design compos-
ite fan stator for an aircraft engine application. Extensive devel-
opment engine testing was conducted using strain gages to deter-
,l':s";a':; mine the characteristics of the vibratory response. Analysis of the

strain gage data indicated that the response was nonsynchronous
and occurred at a frequency approximately 25% below the funda-
mental bending mode frequency. A variable exhaust nozzle was

-
o
o

Nominal
Passage

High Ps .

(4
©
o

Bypass Pressure Ratio, Pr/Prges
o
©
o

0.70
100% used to back-pressure the fan, with both choke- and stall-side
060 SLS Op Line 20% instability zones identified that converged toward the nominal op-
80% erating line placing a high-speed limit on the fan stage. Analysis
050 60% of st_rair_1 gage data ac_quired on adja;ent stator vanes during this
e G.dE ke 8 - bE 665 105 testindicated that the interblade phasing of the vibratory response
Inlet Corrected Flow, Wo/W, g was approximately 180 degrees, with the response amplitude
varying in a highly random manner with time once the NSV in-
Fig. 19 Parallel compressor analogy of downstream strut ef- stability was encountered.
fects on fan stage performance Time-accurate three-dimensional viscous CFD simulations

were performed at stable and unstable operating points on the fan
map. For the choke-side operating points corresponding to un-

approach outlined in this paper was successfully used to redesfiable operating conditions, a flow-induced aerodynamic instabil-
the fan stator and eliminate the source of the NSV problem usiffy Was identified that generated large amplitude unsteadiness of
the present CFD analysis. sufficient magnitude to explain the high vibratory strains. Note
Up until now no mention has been made as to how the dowthat vane motion was not required to initiate the onset of this
stream struts impact the onset of the flow-induced oscillatiofzstability since the simulations were performed for rigid airfoils.
because the test data indicated these effects were significant. ®a¢her, a flow-induced aerodynamic instability evolved at its own
way to look at this is to draw the analogy with the early paralleime scale as the time-accurate simulations were marched forward
compressor theories used to assess inlet distortion effects on statime eventually reaching a periodic limit cycle oscillation, with
margin[18]. In these theories the compressor is divided into twghe predicted instability frequency in reasonable agreement with
or more parallel compressors in which each compressor operai@s strain gage data. The flow-induced aerodynamic instability
with a different inlet total pressure, but discharges to the same ex{{ared many characteristics similar to dynamic stall, with periodic
static pressure. A similar analogy can be applied to model thgqck oscillations generating large amplitude unsteadiness due the
circumferentially nonuniform exit static pressure variation genefariodic growth and collapse of a separation zone in the hub re-
ated by the dpwnstream struts. Becaqse the inlet tm‘f"l Pressureigh of the fan stator. Furthermore, the instability was only initi-
the fan rotor is constant, the exit static pressure variation due 4 once the flow through the vane passage was on the verge of

the struts results in the fan stage locally operating on both t . . . . I
choke- and stall-sides of the characteristic, depending on the (ﬁﬁoklng, with any further reductions in back-pressure resulting in

cumferential location of the individual stator passages. arge amplltud_e flow-induced oscillations.

Recall from Fig. 2 that the two fat bypass struts impose4£6 AN explanatlon_ of why Fhe do_v_vnstream_ struts exasperated the
variation in the static pressure around the annulus of the fan staf§#Set Of the flow-induced instability was given through the use of
Figure 19 displays an estimate of how thi#t% variation in the @ Parallel compressor analogy similar to that used for inlet distor-
bypass exit static pressure will locally throttle the fan stage ADLON problems. Specifically, the fan stage exit static pressure varia-
PAC solutions along the characteristic. Using the parallel corfion around the annulus generated by the two fat service struts in
pressor analogy it is seen that the low static pressure regionstfe# downstream bypass duct caused the fan stage to operate on the
the fan stator are the first passages to choke and, hence, exp#pke-side of the characteristic in the low static pressure regions
ence the flow-induced instability. By applying the appropriate irand on the stall-side for the high static pressure regions of the
let and exit boundary conditions to the computational domain, tlanulus. This explained why the low static pressure sectors of the
localized effects of the struts on the fan stator flow field can fen stator assembly were the ones that experienced the highest
modeled in a relative simple fashion using only a single passag@ratory strains, with these sectors of the fan stage becoming the
in the unsteady simulation. A more rigorous approach would be st to choke. On a similar note, the nomin@esign intent pas-
perform a full annulus simulation of the fan stator in which all 5&ages were not predicted to exhibit the flow-induced instability
vane passages are modeled along with the downstream stryigause they had an adequate choke margin.

However, the computational expense of such a detailed analysig, symmary, a new analysis procedure has been presented in
was deemed beyond the scope of the current investigation.  \yhich an unsteady CFD solver originally developed for flutter and

Addltlonally, t_h.e CF.D ana]ys[s d!d not predict the.onset Of. th1"0rced response applications has been used to predict the onset of
?xa;w”isilt?ne wg;ts?);géwnh_ng_ln?llcatl_orés of(;he St.‘lf’l‘“;.s'de SO'%}!O{‘ flow-induced aerodynamic instability driving an NSV problem.

g periodic flow-inducec oscriiations predic nfortunately, the CFD analysis was not capable of predicting the

for the choke-side operating point. Attempts were made at marc o - -
ing the steady solutions further toward the stall boundary, bapset of the stall-side instability observed in the development en-

numerical convergence difficulties were encountered for all gine _test_, W'th future Wo_rk heeded to understand the dT'V'”g .ﬂOW
these higher back-pressure operating conditions. Also note that BRR/SICS in this flow regime. Nevertheless, the CFD simulations
CFD simulations failed to predict the occurrence of the suctidifesented in this paper highlight how high-fidelity CFD simula-

surface corner tip separation evident in the engine test flow visliens can be used to predict a new class of turbomachinery vibra-
alization pictures of Fig. 9. Perhaps the stall-side instability #0n problem. Although results were not presented in this paper,

driven by the dynamic characteristics of this tip separation zori@js new analysis capability has been used to successfully redesign
which the CFD analysis fails to predict. Future work ighe fan stator to eliminate the source of the NSV problem, which

thus needed to identify the fundamental driver for the stall-sidely confirms the hypothesis set forward in this paper regarding
instability. the driving flow physics.

420 / Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgments stage Compressor,” ASME J. Turbomach21(1), pp. 36—-43.

) [8] Mailach, R., Sauer, H., and Vogeler, K., 2001, “The Periodical Interaction of
The author would like to thank Honeywell Engines, Systems the Tip Clearance Flow in the Blade Rows of Axial Compressors,” ASME

and Services for permission to publish this paper. He would alsg Eapelr_ N% 20031'(T3T'02C99é 2002 “Ch s of Wake. and Tio\
like to acknowledge the contributions of several colleagues at® Léndin. G. and Tan, C. S., 2002, “Characteristics of Wake- and Tip-Vortex-

. " X - - - Induced Unsteady Blade Response in Multistage Compressor Environment,”
Honeywell who assisted in various phases of this work, in particu- 7 National Turbine Engine High Cycle FatigdCP) Conference, W. Palm
lar Dan Clemmons, Jeff Hayes, Darrell James, Russ Repp, Dr. Joe Beach, FL, May 2002.

Panovsky, Dr. Mahmoud Mansour, Brandy Goodell, Malcolm(10] Kielb, R. E., Thomas, J. P., Barter, J. W., and Hall, K. C., 2003, “Blade
Fleming, Dr. Khaled Hassan, and Dr. Jong Liu. Special thanks is Excitation by Aerodynamic Instabilities — A Compressor Blade Study,” ASME

. . . K . Paper No. GT2003-38634.
also given to T. K. Kallenbach, Vice President of Engineering, fOl11) Shabbir, A., and Zhu, J., 1996, “Assessment of Three Turbulence Models in a

taking a personal interest in the work described in this paper. Compressor Rotor,” ASME Paper No. 96-GT-198.
[12] Sanders, A. J., Hassan, K. K., and Rabe, D. C., 2004, “An Experimental and
Numerical Study of Stall Flutter in a Transonic Low-Aspect Ratio Fan Blisk,”
References Y P

ASME J. TurbomacH26(1), pp. 166—174.
[1] Schlichting, H., 1987 Boundary-Layer TheorySeventh Edition, McGraw- [13] Bakhle, M. A., Srivastava, R., and Keith, Jr., T. G., 1997, “A 3D Euler/Navier-
Hill, New York, Chap. 2. Stokes Aeroelastic Code for Propulsion Applications,” AIAA Paper No. 97-

[2] Skop, R. A., and Griffin, O. M., 1973, “A Model for the Vortex-Excited Reso- 2749.
nant Response of Bluff Cylinders,” J. Sound Vi27(2), pp. 225-233. [14] Bakhle, M. A., Srivastava, R., and Keith Jr., T. G., 1998, “Aeroelastic Calcu-
[3] Blevins, R. D., and Burton, T. E., 1976, “Fluid Forces Induced by Vortex lations Based on Three-Dimensional Euler Analysis,” AIAA Paper No. 98-
Shedding,” ASME J. Fluids Eng98(2), pp. 19-26. 3295.
[4] Zaman, K. B. M. Q., McKinzie, D. J., and Rumsey, C. L., 1989, “A Natural [15] Chen, J. P., and Whitfield, D. L., 1993, “Navier-Stokes Calculations for the
Low-Frequency Oscillation of the Flow Over an Airfoil Near Stalling Condi- Unsteady Flowfield of Turbomachinery,” AIAA Paper No. 93-0676.
tions,” J. Fluid Mech.,202, pp. 403—-442. [16] Srivastava, R., Bakhle, M. A., and Keith, Jr.,, T. G., 1999, “Phase-Lagged

[5] Rumsey, C. L., Thomas, J. L., Warren, G. P., and Liu, G. C., 1986, “Upwind Boundary Condition Methods for Aeroelastic Analysis of Turbomachines—A
Navier-Stokes Solutions for Separated Periodic Flows,” AIAA Paper No. 86- Comparative Study,” ASME Paper No. 99-GT-19.

0247. [17] Hall, E. J., and Delaney, R. A., 199Bvestigation of Advanced Counterrota-

[6] Rumsey, C. L., 1987, “A Computational Analysis of Flow Separation Over tion Blade Configuration Concepts for High Speed Turboprop Systems: Task
Five Different Airfoil Geometries at High Angles-of-Attack,” AIAA Paper No. VII—ADPAC Users ManualNASA CR 195472.
87-0188.

[18] Cumpsty, N. A., 1989,Compressor Aerodynamicdongman Group, UK,
[7] Camp, T. R., 1999, “A Study of Acoustic Resonance in a Low-Speed Multi- Chap. 9.

Journal of Turbomachinery APRIL 2005, Vol. 127 | 421

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



	TECHNICAL PAPERS
	ANNOUNCEMENTS AND SPECIAL NOTES

