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High Frequency Surface Heat Flux
Imaging of Bypass Transition
A high-frequency surface heat flux imaging technique was used to investigate bypass
transition induced by freestream turbulence. Fundamental experiments were carried out
at the University of Oxford using high-density thin film arrays on a flat plate wind tunnel
model. Bypass transition was induced by grid-generated turbulence with varying inten-
sities of 2.3%, 4.2%, and 17% with a fixed integral length scale of approximately 12 mm.
Unique high resolution temporal heat flux images are shown which detail significant
differences between unsteady surface heat flux events induced by freestream turbulence
and the classical Emmons-type spots which many turbomachinery transition models are
based on. The temporal imaging technique presented allows study of unsteady surface
heat transfer in detail, and helps elucidate the complex nature of transition in the high-
disturbance environment of turbomachinery.fDOI: 10.1115/1.1860379g

1 Introduction
Gas turbine engineers must design turbine blades capable of

operating in freestream temperatures well above the maximum
allowable temperature of the lade material. In this situation,
knowledge of the unsteady surface heat flux characteristics of the
boundary layer can be criticalf1g. Note some axial flow turbines
can have approximately 700 individual blades, each one develop-
ing its own boundary layer that undergoes laminar-turbulent tran-
sition. In some cases, up to 50% of a blade chord length may be
transitionalf2g.

Many predictive heat transfer codes attempt to model boundary
layer transition based on the generation, propagation, and coales-
cence of turbulent “spots” in a laminar boundary layer. Most ex-
perimental studies of turbulent spot characteristics in the past have
been performed in relatively low disturbance environments using
artificially triggered spots. In more practical engineering flows,
however, boundary layer transition is often affected by many flow
disturbances. This is especially true for flow through turbines.
Figure 1 is a sketch of some of the disturbances affecting the
boundary layer over a turbine blade. These include freestream
turbulence, wakes from upstream blade rows, and variable pres-
sure gradients, all of which alter transition and heat flux to the
blade. Understanding how each affect the blade boundary layer is
very important for those trying to model heat transfer in turbines.
Before such complex effects can be modeled, though, greater in-
sight into the physics of turbulence-induced transitional heat
transfer is needed.

Transitional heat transfer predictions based on simple spot
models often assume classical Emmons spots form at a certain
streamwise location based on a critical Reynolds number and then
spread downstream with a self-similar triangular shape. This be-
havior can be witnessed in a low disturbance environment where
turbulent spots are allowed to grow into a mature, fully-developed
patch of turbulence along the surface. Transition in most real en-
gineering flows, however, particularly in gas turbine engines, oc-
curs differently.

2 Background
Efforts in boundary layer transition research have traditionally

focused on the growth of natural laminar boundary layer instabili-

ties and their subsequent breakdown into turbulencef3,4g. In this
process, primary laminar instability appears at a critical local Rey-
nolds number taking the form of two-dimensional Tollmien–
SchlichtingsT–Sd waves. TheT–Swaves grow slowly, but expo-
nentially, as they propagate downstream. They soon develop
spanwise distortions, become nonlinear, and rapidly breakdown
into turbulent spots. The turbulent spots, in turn, cause a substan-
tial rise in local surface shear stress and increase the local surface
heat transfer rate. The turbulent spots spread and convect along
the surface coalescing into a fully turbulent boundary layerssee
Fig. 2d. For many years, this path to transition has been the most
recognized and studied, aided in part by its early explanation by
linear stability theoryf3g. In reality, this type of transition is usu-
ally limited to relatively low disturbance environments, where sur-
face and freestream perturbations have a minimal influence.

In most practical engineering flows, however, small distur-
bances often cause the boundary layer to bypass the relatively
slow development ofT–S waves and cause transition to occur
sooner at a significantly lower Reynolds numbers. The term “by-
pass transition” was originally coined by Morkovinf5g to describe
flows that bypassed the ‘regular’ transition modes then explained
by linear stability theory.

Experimental research in the field of turbomachinery aerody-
namics has searched for empirical correlations to help predict
transitional surface heat flux under freestream turbulence. Experi-
ments by Abu-Ghannam and Shawf6g, Narasimhaf7g, Mayle f2g,
and Fraserf8g attempt to correlate turbulent spot onset location,
and spot generation rate, with the freestream turbulence intensity
Tu. The earliest attempt to correlate spot generation rate with
freestream turbulence was made by Emmons and Brysonf9g. Ex-
periments show increasing freestream turbulence intensity moves
the transition onset location further upstream, thus increasing the
overall heat transfer to the surface.

Kittichaikarn, Ireland, Zhong, and Hodsonf10g obtained sur-
face heat flux images of turbulent spots generated by a bar wake
using liquid crystals in a water channel experiment. Their images
show irregular shaped spots with a streaky surface heat flux foot-
print. Flow visualization experiments by Matsubara, Alfredsson,
and Westinf11g show grid generated freestream turbulence devel-
ops unsteady streaky structures within the boundary layer with
high and low streamwise velocity. They state the longitudinal
streaky structures create large amplitude, low frequency fluctua-
tions inside the boundary layer.

Direct numerical simulations by Jacobs and Durbinf12g show
low frequency perturbations are amplified and elongated in the
streamwise direction by the shear. They argue these streaks are an
implicit property of the boundary layer under moderate levels of

Contributed by the International Gas Turbine InstitutesIGTId of THE AMERI-
CAN SOCIETY OF MECHANICAL ENGINEERS for publication in the ASME
JOURNAL OF TURBOMACHINERY. Paper presented at the International Gas Tur-
bine and Aeroengine Congress and Exhibition, Vienna, Austria, June 13–17, 2004,
Paper No. 2004-GT-54162. Manuscript received by IGTI, October 1, 2003; final
revision,March 1, 2004. IGTI Review Chair: A. J. Strazisar.
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freestream turbulence, and that they are instantaneous manifesta-
tions of what has been termed the “Klebanoff modes” described
by Kendall f13g.

In a review of analytical approaches, Schmid and Henningson
f14g offer a re-examination of classical linear stability theory,
describing how transient algebraic growth mechanisms bypass
the T–S route and develop vortices aligned in the streamwise
direction.

The question remains, “Exactly how does elevated freestream
turbulence affect the unsteady surface heat flux characteristics of
turbine boundary layers?” It is difficult to see or measure bound-
ary layer transition, especially in the complex environment of a
gas turbine engine. Capturing turbulent spot detail in a high speed
transitional boundary layer requires resolution of very small, and
very fast, surface heat flux events. The ability to visualize surface
heat flux under a high-speed transitioning boundary layer is of
great value to those wishing to understand, or model complex
transitional heat transfer. This experimental study attempts to
characterize the structure of unsteady surface heat flux under
varying levels of freestream turbulence using a temporal heat flux
imaging technique.

3 Instrumentation
High frequency temporal heat flux images are acquired using

high density thin film gauge arrays developed at the University of
Oxford particularly for this research. The arrays of flexible thin
film gauges are capable of high frequencys200 kHzd, high spatial
resolution s0.2 mm spacingd surface heat flux measurements. A

drawing of the thin flexible sheet of sensors used in the flat-plate
experiment is shown in Fig. 3. The sensor layout includes fifteen
different arrays with 233 total thin film heat flux sensors. The
films are made of platinum and have a temperature sensitive re-
sistance. Sensors within a single array are arranged in series and
supplied with a constant currentIs. The change in film resistance
is monitored by measuring the differential voltage drop across
each gauge. Surface temperature is given by

T =
v f

aRV0
, s1d

whereV0 is the dc voltage across the film atT0, and aR is the
temperature coefficient of resistance for the thin film which is
determined by calibration.

Low noise differential amplifiers are used to obtain the tem-
perature signal from each sensor in the array. Custom built elec-
tronics include a pre-emphasis filter to boost the low sensitivity of
the thin film at high frequencies, followed by an adjustable anti-
alias filter for proper A/D conversion. An efficient digital filtering
technique is then used to convert the recorded surface temperature
into heat flux. Experiments are set-up for transient, one-

Fig. 1 2D disturbances affecting turbine blade boundary lay-
ers. „Sketch by Coupland †28‡.…

Fig. 2 How do turbulent spot characteristics in a high distur-
bance environment differ from the classical Emmon’s type
spot? „Sketch by Schubauer and Klebanoff †29‡.…

Fig. 3 Platinum gauge layout for flat plate model having 15
different thin film gauge arrays with 233 total thin film sensors.
„Instrumented surface is 332 mm Ã150 mm. …
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dimensional heat conduction into a semi-infinite solid. For details,
the reader is referred to a full explanation of the thin film array
instrumentation and signal processing given in Anthony, Oldfield,
Jones, and LaGrafff15g.

The recorded surface temperature fluctuation is converted to
heat flux through equations governing the unsteady heat conduc-
tion into a semi-infinite substrate. The time-varying heat transfer
rateq is given in frequency space by Eq.s2d.

q = sÎrckÎjvdT s2d

whererck is the product of the density, specific heat, and thermal
conductivity of the substrate material. Techniques for the transfor-
mation in Eq.s2d are described by Schultz and Jonesf16g.

Specialized Matlab code developed by Oldfields2000d approxi-
mates the continuousÎjv frequency characteristic required by Eq.
s2d with a digital filter having multiple, alternate, real poles, and
zeros spaced evenly on a logarithmic frequency scale. In the
Laplace domain, the transfer function is represented by

Hssd =
qssd
Tssd

= A
ss− z1dss− z2d ¯ ss− z2nd
ss− p1dss− p2d ¯ ss− p2nd

. s3d

These cascaded filters give a “staircase” frequency characteristic
that is a good approximation to theÎjv response required. A
typical 12 zero, 12 pole filter designed for a 400 kHz sampling
rate has a frequency response accurate to better than 1% over the
range 0.02 Hz to 80 kHz. The time response to aT,Ît input sthis
should ideally give a step outputd is accurate to better than 1%
over the time range 10ms to 1.0 s.

The platinum thin film arrays are magnetron-sputtered onto a
thin flexible sheet of polyimide that is 50 microns thickssee Figs.
4 and 5d. The flexible sheet of sensors can then be adhered to test
surfaces, including turbine test blades, to obtain high frequency,
high spatial resolution surface heat flux data. In the first demon-
stration, the films are mounted to a simple flat plate modelsFig.
5d. Perspex was chosen for the plate material because its thermal
product nearly matches that of the polyimide thin film substrate,
thus allowing a single-layer semi-infinite heat transfer analysis to
be made. A magnified section of the platinum film layout used in
this experiment is shown in Fig. 6. The photo includes two high
density arrays on the right aligned in the spanwise direction, per-
pendicular to the flow. The magnified view of one array in Fig. 6
shows how current enters the array at the left, cascades through all
the gauges, and leaves to the right. The platinum leads in Fig. 6
are shown dark, and the substrate is light. Voltage taps are taken
off the ends of each film and passed through differential amplifi-
ers. Closely spaced sensors like these can be used to form tempo-

ral “images” of the surface heat flux events crossing the span of
the array. While other techniques offer greater spatial resolution
sliquid crystals, pressure or temperature sensitive paintsd, the thin
films are valuable in their sensitivity, accuracy, and speed. With
electronics designed for a bandwidth up to 400 kHz, they can
image unsteady boundary layer heat flux structures in a Mach 2
freestream.

Figure 7 shows an example of transitional surface heat flux
signals taken from an array of sensors aligned in the streamwise
direction down the center of the plate. Turbulent spots appear
causing an instantaneous rise in surface heat flux and then grow
and convect downstream. Signals from an array of films can be
combined into an image in thex–t plane sFig. 8d showing the
appearance and growth of naturally-occurring turbulent spots. Fig-
ure 9 is a temporal heat flux image in thez–t plane taken from a
wide, low resolutions2 mmd, array aligned in the spanwise direc-
tion. Images in thez–t plane provide a 2D time history of the
surface heat flux events crossing over the array. This example was
taken without the turbulence generating bar grid installed and
freestream turbulence intensity,0.5%. This will be compared
and contrasted with transitional heat flux images taken under tur-
bulence intensities above 1.0% later in the paper.

The images are simply a color-scaled plot of the individual heat
transfer signals from an array of evenly spaced surface sensors.
Each line of horizontal pixels in the image is formed by an indi-
vidual sensor’s heat flux time series. Thez–t images are typically
plotted as a nondimensional Nusselt number Nux=hx/k, where the
instantaneous heat transfer coefficienth is calculated from the

Fig. 4 The platinum arrays are sputtered onto a thin flexible
sheet that is laid over the model surface

Fig. 5 Completed perspex flat plate model with platinum sen-
sor surface and gold-plated pin-out connections

Fig. 6 Magnified image of two high density platinum thin film
arrays aligned in the spanwise direction „perpendicular to the
flow …. Each array consists of 27 sensors. Note the platinum is
shown dark and the substrate is shown light in this figure.
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instantaneous heat flux signalq and recorded temperature differ-
encesT`−Tsd. The dark-to-light color scale of each image typi-
cally ranges from the minimum to maximum Nusselt number
measured within the time window. In thex–t plots, the color is
typically scaled from the fully laminar level to the fully turbulent
level at each downstream sensor location.

Spanwise heat flux images will be presented throughout this
paper, and the following should be made clear. First, note this is
not a true spatial image of an entire turbulent spot; but only the
surface heat flux footprint. The actual spot leading edge is above
the surface and thus further downstream.

Second, note that spots in az–t image appear pointed to the
left, because the leading edge crosses the array at an earlier time
than the trailing edge. Third, the duration or width of eachz–t
image is scaled by a constant fraction of the local freestream
velocity, 0.65, which is the mean fractional propagation rate of
turbulent spots determined experimentally. The scaling keeps the
aspect ratio of the turbulent structures within each image constant,
regardless of flow speed.

The labels above the figure are distance from the leading edge,
mean flow velocity, and local Reynolds number for the run. The
value of freestream turbulence intensity Tu is labeled with images
taken with the bar grid in place. The Blasius flat plate solution
may be usedf3g to calculate the local boundary layer thickness for
each run,u=0.664x Rex

−1/2. Example measurement uncertainties
for a typical run are shown in Table 1. Uncertainty of the
freestream turbulence measurements is given in Table 2.

4 Experimental Set-Up
Experiments were run in the Oxford 150 mm3150 mm suction

tunnel. The tunnel is powered by four axial-flow fans at the rear

Fig. 7 Turbulent spot heat flux traces measured along stream-
wise arrays #5 and #6. Intermittent turbulent spots can be
tracked as they convect downstream.

Fig. 8 Surface heat flux image in the x –t plane showing turbulent spots appearing and grow-
ing as they convect down the model surface

Fig. 9 Example surface heat flux image in the z–t plane re-
corded from a wide, low resolution array at the rear of the plate

Table 1 Measurement uncertainties for a typical run „run 249 …

Variable Symbol
Nominal

value

Standard
uncertainty

u

Expanded
uncertainty

95% Confidence
interval s±2ud

Distance from leading edge x 65 mm 0.5 mm 1 mm
Flow velocity U 48.0 m/s 1.15 m/s 2.3 m/s

Local Reynolds number Rex 2.09E+05 5.03E+03 1.01E+04
Local Nusselt Number Nux

185 9.5 19
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that draw air through the forward inlet and test section. Variable
freestream velocities up to Mach 0.43, or approximately 145 m/s,
can be generated through the 150 mm3150 mm test section. In
this study, transient, short-duration flow experiments are run using
a fast-acting bypass flap. Heat transfer is driven by a typical tem-
perature difference of 30°Cs54°Fd between the preheated flat
plate and cooler ambient freestream. A traversing hot-wire probe
was mounted above the plate to measure instantaneous velocity at
various locations above the modelssee Fig. 10d.

Nearly isotropic turbulence was generated using upstream bar
grids based on the correlations by Roachf17g. These equations
correlate freestream turbulence intensity Tu and integral length
scaleLx to bar diameterd and distance downstream from the grid
x.

Turbulence Intensity Tu = 0.8
x−5/7

d
s4d

Integral Length Scale Lx = 0.2Îxd s5d

Standard bar diameters of 4 mm, 6 mm, and 15 mm were used to
generate three different turbulence levelsssee Fig. 11d. Grid so-
lidity was held constant at 40% in each case. Grid location was
also chosen carefully within the geometrical limitations of the
tunnel to maintain an approximately constant turbulent length
scale of,12 mm at the leading edge for each case.

Instantaneous freestream velocity was measured using a stan-
dard constant-temperature hot-wire anemometer. A Dantec Dy-
namics 55P15 miniature wire boundary layer probe with a single
5 mm diameter, 1.25 mm long, platinum-plated tungsten wire was
used. A Dantec 55 M series hot wire anemometer held the wire
temperature constant and provided an output voltage dependent on
the flow velocity.

The anemometer output passed through a 25 kHz antialias filter
into two separate amplifier channels. The signal was split into a dc
component and an amplified ac component and digitized on two
separate channels. The first channel recorded the overall rise in
tunnel velocity, while the other used the full A/D resolution to
digitize the fluctuating component of the signal. This reduced
digitization error and provided higher integrity velocity fluctua-
tion data.

The hot wire was calibrated in the tunnel along with pitot pres-
sure transducers at both the beginning and end of each test series.
The tunnel was run at full speed with data recorded as each fan
was gradually switched off. This allowed the hot wire anemom-
eter voltage and dynamic pressure to be recorded over the full
range of tunnel speeds. User-written Matlab software automates
the calibration task and provides the instantaneous freestream ve-
locity data.

5 Results and Discussion
This section presents measurements of naturally-occurring tur-

bulent spot heat flux under freestream turbulence. Figure 12 is a
comparison of surface heat flux footprints between conventional
turbulent spots measured in a low disturbance flowstop two im-
agesd and turbulent spots measured under moderate freestream
turbulence sbottom three imagesd. Spots generated under
freestream turbulence form much further upstream at lower Rey-

nolds numbers. They originate close to the leading edge, where
the boundary layer is thinner, and are therefore much smaller in
size. The two images in the top of the figure were taken from a
larger, lower resolutions2 mmd thin film array located towards the
back of the plate. The resolution of the large arrays is too coarse to
reveal internal spot structures, but reveals the overall surface heat
flux footprint of conventional spots. The bottom images were
taken from higher resolutions0.2 mmd arrays located close to the
leading edge where turbulence-induced bypass transition occurs.
These higher resolution arrays, similar to Fig. 6, are able to re-
solve greater spanwise heat flux detail.

Table 2 Grid turbulence parameters

Grid

Distance
upstream

of LE
Bar

diameter
No. of
bars

Predicted
Tu% at
hot wire

Measured
Tu% at hot

wire

Predicted
length scale

Lx at hot wire

Measured
length scale

Lx at hot
wire

A 560 mm 4 mm 15 2.3% s2.3±0.1d% 9.7 mm s12±3d mm
B 370 mm 6 mm 10 3.9% s4.2±0.3d% 9.8 mm s11±4d mm
C 140 mm 15 mm 4 14% s17.0±2.0d% 10.1 mm s13±3d mm

Fig. 10 Test section and inlet of the Oxford 150 mm
Ã150 mm suction tunnel with transient flow bypass flap

Fig. 11 Bar grid arrangement for three different turbulence in-
tensities at constant integral length scale
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Turbulence-induced spots appear at Reynolds numbers well be-
low the critical value predicted by classical linear stability theory.
Spots formed at such lower Reynolds number do not initially
spread as fast as classical Emmons type spots formed viaT–S
wave breakdown. The initial surface heat flux footprints appear
more like fast moving streaks than spreading arrowheads. Even-
tually additional heat flux streaks appear adjacent to the initial
streak as they grow into irregular shaped patches of turbulent heat
flux.

One observation from these images is that turbulent spots ap-
pear to be made up of individual vortices near the surface that are
elongated in the streamwise direction. The streak spacing is about
2–3d. This is not discernible from ensemble-averaged spot mea-
surements in the past. Instantaneous measurements of individual,
naturally-occurring turbulent spots in a high-speed airflow with
spanwisedetail are unique, and can help reveal the turbulent
structures that make up the base of the spot.

Under moderate freestream turbulence conditions, spots have a
more irregular, asymmetrical shape. Examples are shown in Figs.
13 and 14. Figure 13 shows the effect of increasing the local
Reynolds number Rex at fixed freestream turbulence intensity.
These measurements were taken at the same streamwise location
sx=6.5 mmd at three different freestream velocities. The
freestream turbulence intensity Tu is constants2.3%d in each case.
As one would expect, increasing Reynolds number increases the
turbulent intermittency of the boundary layer, significantly in-
creasing overall heat flux through the surface. This figure shows

streaky turbulent events growing and merging into a fully turbu-
lent boundary layer under moderate freestream turbulence.

Under low disturbance, straight parallel flow, the mechanisms
of turbulent spot growth form a symmetrical swept back arrow-
head shape pointed in the downstream direction. Though this
shape rarely has time to develop under freestream turbulence, Fig.

Fig. 12 Surface heat flux footprints of large, mature turbulent
spots in a low disturbance environment „top two images … com-
pared with turbulent spot heat flux under moderate freestream
turbulence „bottom three images …. Turbulence-induced bypass
spots appear at much lower Reynolds number and are very
streaky in nature.

Fig. 13 Increasing local Reynolds number within the transi-
tion region under fixed freestream turbulence intensity Tu
=2.3% „grid A …. As Reynolds number increases, streaky turbu-
lent patches merge and coalesce into a fully turbulent bound-
ary layer.

Fig. 14 Unusual examples of spots with an apparent arrow-
head shape under 2% turbulence intensity. Most spots seen
under moderate freestream turbulence have a rather irregular
asymmetrical shape.
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14 presents a collection of young arrowhead spot shapes seen at
the lower turbulence level of 2.3%. Again, the spots appear to be
made up of individual heat flux streaks aligned in the streamwise
direction. The gradually decaying heat flux at the tail of the spot is
characteristic of the calmed region.

Note the images presented in this paper are only very short time
segments of a few selected runs. Space is limited to show full
length images for each condition. Analyzing the full time history
for a run allows one to better appreciate the diversity of shapes
and sizes of individual heat flux signatures that appear under
freestream turbulence, and how they merge to form the fully tur-
bulent boundary layer. Examples in this paper point out some of
the key characteristics that are seen throughout the data.

5.1 Comparison to Direct Numerical Simulation.Compel-
ling similarity is found between these measurements and the di-
rect numerical simulation of bypass transition by Jacobs and
Durbin f12g. For comparison, a turbulent spot from their simula-
tion is shown in Fig. 15. The image shows streaky structures
appearing in the laminar flow just after the leading edge and a
turbulent spot moving from left to right. The two horizontal sec-
tions show contours of streamwise velocity just abovesy<dd and
insidesy<d /3d the boundary layer, whered is the 99% thickness
at Reu=250 sReu=107 at the inflowd. Note this is a spatial image
of velocity fluctuations in thex–z plane as opposed to surface
heat flux in thez–t plane. The simulation captures the streaky
nature of bypass transition and agrees well with the heat flux data
collected from this study.

A significant advantage of DNS is the ability to trace backwards
through a solution and investigate how individual spots originated
from freestream disturbances. Jacobs and Durbinf12g suggest
these spots are induced by low frequency freestream perturbations
that initiate breakdown from the top of the boundary layer. In a
previous numerical simulation of wake-induced transition, Wu et
al. f18g propose that turbulence-induced spots would actually de-
velop a backwards arrowhead shape pointing upstream. No evi-
dence of backwards arrowheads was seen in the surface heat flux
data from these experiments. Although the shape of the spots
above the surface was not measured in the present study, the tur-
bulent surface heat flux almost always appears pointed in the
downstream direction, if any. In reality, symmetrical arrowhead
spots are rarely seen under moderate freestream turbulence. In
these conditions, many turbulent streaks quickly appear and coa-
lesce before discrete patches are allowed to develop into the clas-
sical arrowhead shape.

5.2 Spanwise Turbulence Growth.Figure 16 shows regular
symmetrical arrowhead-shaped heat flux events do not always ap-
pear under freestream turbulence. Nearly all the patches of turbu-
lent heat flux, however, do develop a characteristically swept-back
leading edge and trailing calm region as they convect down-
stream. The leading edge angle scales approximately with
freestream velocity and is fairly consistent throughout the data.

The swept leading edge angle is pointed out in the figure.
Surface heat transfer footprints show the base of the turbulent

spot is made up of a growing number of elongated streamwise
structures. This information was often smeared out in past studies
by ensemble averaging, or simply not seen due to a lack of span-
wise resolution. After reviewing multiple images from these tests,
it is clear the original turbulent streak does not spread, but rather,
new adjacent streamwise heat flux streaks appear. This growing
patch of turbulent heat flux streaks then typically develops a
swept-back leading edge.

The mechanism responsible for the spanwise growth of turbu-
lence may be explained by the observations of Acarlar and Smith
f19g, who witnessed asymmetrical hairpin vortices inducing adja-
cent secondary streamwise vortices near the surface of a growing
spot. Heat flux results from the present study found no evidence of
T–S type waves following the spot edges as detected by Wygn-
anski, Haritonidis, and Kaplanf20g. Bypass transition in these
experiments occurs at relatively low Reynolds number, before
T–S type instabilities would be expected to take effect.

5.3 Streamwise Turbulence Growth and Development.An
example of data from an array of thin films aligned in the down-
stream direction is shown in Fig. 17. The data are taken at a much
lower speed than the previousz–t images in order to view a
longer transition region across the model. Turbulent spots origi-
nate near the front of the plate and then travel downstream. In-
creasing the freestream turbulence intensity moves transition on-

Fig. 15 The numerical simulation by Jacobs and Durbin †12‡
shows the streaky nature of bypass transition under freestream
turbulence. Note when comparing; this is a spatial image in the
x –z plane, with flow from left to right, as opposed to a temporal
heat flux image in the z–t plane where spots are pointed right
to left.

Fig. 16 Irregular “nonarrowhead” spot shapes usually appear
in the bypass transitional boundary layer. The swept-back spot
leading edge angle, however, is fairly consistent and scales
approximately with freestream velocity.

Fig. 17 Turbulence-induced spots in the x –t plane. Faint
tracks of enhanced heat flux are seen upstream of the jump to
turbulent heat flux.
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set closer to the leading edge.
One discovery in thesex–t plots is the faint tracks of enhanced

heat flux occasionally seen upstream, preceding the initial jump in
turbulent heat flux. This enhanced unsteady surface heat flux prior
to the turbulent jump is not seen in the tests without freestream
turbulence. The low-level events preceding the jump in heat flux
travel at 0.63s±0.07d*U. The faint tracks in thex–t image, and the
low level heat flux streaks seen in the laminar region of thez–t
images, may help explain the Klebanoff modes defined by Ken-
dall, f13g which are noted to appear at Tu.0.7%. Jacobs and
Durbin f12g make a similar observation in their DNS, suggesting
the Klebanoff modes in the past were just an ensemble-averaged
view of the instantaneous streaks observed under turbulence-
induced transition. These measurements provide detailed experi-
mental evidence of their effect on surface heat flux.

A second characteristic of turbulence-induced spots is their re-
duced initial spread rate. The turbulent heat flux tracks are very
slender at first, showing a small difference between the velocity of
the turbulent heat flux leading edge and the trailing edge. Classi-
cal studies of fully-developed spots show the spot trailing edge
clearly moves slower than the leading edge. Sankaran, Sokolov,
and Antoniaf21g determined that the streamwise growth of the
spot was directly related to the number of eddies present. The
addition of more eddies at the rear causes the trailing edge of a
mature spot to travel at a lower speed. Turbulence-induced spots
do not initially grow as fast in the streamwise direction because
they appear at low Reynolds number where the surrounding
boundary layer is relatively stable, and new secondary vortices do
not form as readily.

A third observation is that turbulent spot structure can be
tracked up into the fully turbulent region of the boundary layer in
the x–t images. This can be seen in Fig. 18. The present data
show intense heat flux events during bypass transition can be
tracked for a considerable distance through the fully turbulent
boundary layer, traveling at a velocity between 0.55U and 0.85U.

5.4 Effect of Increasing Turbulence Intensity.The effect on
transitional heat flux of increasing freestream turbulence intensity,
at a fixed local Reynolds number, is shown in Fig. 19. Thez–t
images are from a high density thin film array located atx
=65 mm from the leading edge. The images clearly show that
increasing freestream turbulence intensity increases the number
and complexity of turbulent spots seen at a given Reynolds num-
ber. The streaky nature of transitional heat flux events under
freestream turbulence is evident. Individual spots are difficult to
discern at Tu.4% since so many turbulent heat flux streaks ap-
pear and quickly coalesce.

Spot generation and development appears significantly different
under the highest freestream turbulence casesTu.17%, Grid Cd.
Figure 20 shows a number ofz–t images taken from a dense array
65 mm downstream from the leading edge under Tu=17.5%. The
surface heat flux in this case has a more wavy structure not seen at
lower Tu. Images in thex–t plane show transition occurs very
soon, before the first sensor atx=20 mm from the leading edge.
The structures within the boundary layer show unsteady spanwise
movement as they are continually forced by the large freestream

eddies above. They travel at a fraction of the streamwise velocity,
between 0.55U and 0.88U, similar to regular turbulent spots.
These undulating turbulent structures movingwithin the boundary
layer, continually forced by the large freestream eddies above, are
what directly determine the elevated surface heat transfer under
high freestream turbulence. It is not simply due to the penetration
of the freestream eddies themselves. Freestream eddies by defini-
tion travel at the freestream velocity, but here, the unsteady co-
herent structures on the surface are tracked moving downstream at
a fraction of the freestream velocity, and therefore must be sepa-
rate, slower moving structures within the boundary layer.

It is possible the large freestream eddies at such high turbulence
intensities force localized 3D crossflow effects within the bound-
ary layer. The strong effect of crossflow on unsteady surface heat
flux is further investigated in Anthony, Jones, and LaGrafff22g.
There it was found a slight spanwise acceleration of the flow
across the surface produces an unsteady pattern of traveling heat
flux waves at the surface. It would be valuable to investigate the

Fig. 18 x –t image of turbulence-induced bypass transition at
higher Reynolds number. Initial spot structures can be tracked
through the turbulent boundary layer downstream.

Fig. 19 Effect of increasing freestream turbulence intensity at
a set local Reynolds number of 1.6 Ã105 and fixed integral
length scale of approximately 12 mm

Fig. 20 Wavy transitional heat flux structures under strong
freestream turbulence intensity „Tu=17.5%, grid C …. The color
scale has been adjusted to bring out the detail of the turbulent
heat flux structure.

248 / Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



effect of large freestream eddies further, perhaps with simulta-
neous time-resolved surface and PIV measurements. Sabatino and
Smith f23g have used this dual measurement technique for con-
ventional turbulent spots in a low disturbance flow.

Results are shown with varying levels of freestream turbulence
intensity, but several researchers have also noted an effect of tur-
bulence length scalef24–26g. Another complete series of experi-
ments using three additional grid configurations was performed to
isolate the effect of varying turbulent length scale at fixed turbu-
lence intensity. The range of length scales tested proved too small
to see any considerable difference, and the data has not been pre-
sented. The small range of length scales at fixed Tu was limited by
the geometrical limitations of the tunnel.

It is difficult for correlations based solely on Tu to take into
account all the disturbance characteristics present between simple
wind tunnel tests and a real turbine environment. In fact, Mork-
ovin f27g states, “there is no single Tu number that can character-
ize the turbulent field as a guide to the onset of transition. There
are too many parameters and subtle nonlinearitiessmany not even
recordedd to make possible any kind of credible statistical base for
such prediction codes to be trustworthy.” The authors agree that
turbulence intensity alone is not enough to characterize the
freestream, and that turbulent length scale must also be taken into
account when making predictions. More work is needed to under-
stand the receptivity of freestream disturbances into the boundary
layer. A question that remains is how to properly quantify the
freestream disturbance environment in a real turbine. Are
freestream turbulence intensity, length scale, and/or spectra all
that are needed? Measuring the unsteady turbine inlet boundary
conditions in a real engine is a challenge that could require greater
cooperation between industry and academia.

6 Conclusion
This study investigates the characteristics of unsteady surface

heat flux under varying levels of freestream turbulence using a
high frequency, temporal heat flux imaging technique. Detailed
surface measurements show turbulent spots and the resulting un-
steady surface heat flux appears quite differently than turbulent
spot models currently predict.

Results show, under moderate freestream turbulencesTu
.0.7%d, enhanced heat flux streaks first appear elongated in the
streamwise direction and originating near the leading edge. These
are followed by a distributed breakdown into streaky, subcritical
turbulent spots at low Reynolds number. The unique measure-
ments show the diverse size and shape of turbulence-induced
spots in a high-speed airflow.

Under strong freestream fluctuationssTu.0.7%d, temporal
heat flux images show structures traveling within the boundary
layer at a fraction of the freestream velocity with unsteady span-
wise motion. Images suggest strong spanwise fluctuations in the
freestream may force local, unsteady crossflow effects within the
boundary layer. This inference, though, requires a more focused
study. The behavior differs markedly from conventional models
based on the classical Emmons-type spot. The temporal imaging
technique presented allows study of unsteady surface heat transfer
in detail, and helps elucidate the complex nature of transition in
the high-disturbance environment of turbomachinery.
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Nomenclature
c 5 specific heatskJ/kg Kd
d 5 bar diametersmd
h 5 convective heat transfer coefficientsW/m2 Kd
Is 5 constant current supplied by sourcesAd
k 5 thermal conductivitysW/m Kd
q 5 heat fluxsW/m2d

Nux 5 local Nusselt Numbershx/kd
R 5 resistancesVd

R0 5 resistance atT0 sVd
Rex 5 local Reynolds numbersUx/vd
Reu 5 Reynolds number based on momentum

thickness
s 5 Laplace transform variable
T 5 temperaturesKd

Tu 5 turbulence intensity level Tu=Îu82/U s3100
for %d

T0 5 reference temperaturesKd
t 5 time ssd

U 5 mean freestream velocitysm/sd
u 5 instantaneous freestream velocitysm/sd

u8 5 fluctuating component of velocitysm/sd su8=u
−Ud

V 5 voltagesVd
V0 5 voltage across film atT0 sVd
n f 5 voltage across thin film elementsVd
x 5 streamwise coordinate from leading edgesmd
z 5 spanwise coordinate from sidewallsmd

aR 5 temperature coefficient of resistances1/Kd
d 5 boundary layer thicknesssmd
g 5 intermittency

Lx 5 turbulence integral length scalesmd
r 5 densityskg/m3d
u 5 boundary layer momentum thicknesssmd
n 5 dynamic viscositysm2/sd
v 5 angular frequencysrad/sd
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Measured Adiabatic Effectiveness
and Heat Transfer for Blowing
From the Tip of a Turbine Blade
The clearance gap between the tip of a turbine blade and the shroud has an inherent
leakage flow from the pressure side to the suction side of the blade. This leakage flow of
combustion gas and air mixtures leads to severe heat transfer rates on the blade tip of the
high-pressure turbine. As the thermal load to the blade increases, blade alloy oxidation
and erosion rates increase thereby adversely affecting component life. The subject of this
paper is the cooling effectiveness levels and heat transfer coefficients that result from
blowing through two holes placed in the forward region of a blade tip. These holes are
referred to as dirt purge holes and are generally required for manufacturing purposes and
expelling dirt from the coolant flow when operating in sandy environments. Experiments
were performed in a linear blade cascade for two tip-gap heights over a range of blowing
ratios. Results indicated that the cooling effectiveness was highly dependent on the tip-
gap clearance with better cooling achieved at smaller clearances. Also, heat transfer was
found to increase with blowing. In considering an overall benefit of cooling from the dirt
purge blowing, a large benefit was realized for a smaller tip gap as compared with a
larger tip gap. @DOI: 10.1115/1.1811095#

Introduction
The performance of a turbine engine is a strong function of the

maximum gas temperature at the rotor inlet. Because turbine air-
foils are exposed to hot gas exiting the combustion chamber~s!,
the materials and cooling methods are of critical importance. Tur-
bine blade designers concentrate heavily on finding better cooling
schemes to increase the overall operation life of all turbine air-
foils, namely, the high-pressure turbine blades. The clearance be-
tween the blade tip and the associated shroud, also known as the
blade outer air seal, provides a flow path across the tip that leads
to aerodynamic losses and high heat transfer rates along the blade
tip. The flow within this clearance gap is driven by a pressure
differential between the pressure and suction sides of the blade,
but is also affected by the viscous forces as the fluid passes
through the gap.

From an operational point of view, engine removals from ser-
vice are primarily dictated by the spent exhaust gas temperature
~EGT! margin caused by deterioration of the high-pressure turbine
components. Increased clearance gaps accelerate effects of low-
cycle thermal-mechanical fatigue, oxidation, and erosion as a re-
sult of increased temperatures in the turbine and decreased EGT
margin. In general, tip clearances for large commercial engines
are of the order of 0.25 mm, which can reduce the specific fuel
consumption by 1% and EGT by 10°C@1#. Improving the blade
tip durability can, therefore, produce fuel and maintenance sav-
ings over hundreds of millions of dollars per year@1#.

The work presented in this paper is on a realistic design for a
turbine blade tip consisting of a flat tip, with the exception of a
small cavity in which two dirt holes are placed. The location of
these holes is a direct consequence of the internal cooling pas-
sages within the blade. The purge hole cavity extends only over a
small area in the front portion of the blade tip. The function of the
dirt purge holes includes the following:~i! purge holes allow cen-
trifugal forces to expel any dirt ingested by the compressor into

the turbine rather than clogging the smaller diameter film cooling
holes and~ii ! purge holes provide a way to support the ceramic
core during the lost-wax investment casting of the blade manufac-
turing process. The dirt purge cavity is present to insure that the
purge holes remain open during eventual blade rubbing.

This paper details the film cooling and heat transfer associated
with blowing from the dirt purge holes along the tip of a turbine
blade. Measurements of adiabatic effectiveness and heat transfer
coefficients are studied while varying the tip clearance and mass
flux ~blowing! ratios.

Relevant Past Studies
The work presented in this paper is concerned with the effects

of injecting coolant from the tip of a turbine blade, where the
experiments were completed for a stationary, linear cascade. As
such, it is important to consider the relevance of past studies to
evaluate the effects of the relative motion between the blade tip
and outer shroud. It is also relevant to consider tests where tip
blowing has been investigated.

Regarding the effects of blade rotation, the first work to address
the flow field effects was that of Morphis and Bindon@2# who
found that their static-pressure measurements across the blade tip
in an annular turbine cascade were not affected by the relative
motion at the tip. They concluded that the basic nature of the flow
structures remained unchanged with and without relative motion.
In contrast, the studies by Tallman and Lakshminarayana@3# and
Yaras and Sjo¨lander@4# showed that the leakage flow through the
gap was reduced along with the leakage vortex in the case of a
moving wall relative to a fixed wall. They attributed this differ-
ence to the passage vortex being convected toward the suction
surface by the moving wall and postulated that the passage vortex
position can alter the driving pressure through the tip gap.

Although there are apparent effects of a moving wall on some
of the reported flow field studies, tip heat transfer studies gener-
ally indicate relatively minor to nonexistent effects of a moving
wall. The reason for this relatively minor effect was first hypoth-
esized by Mayle and Metzger@5#, who evaluated the effects of
relative motion on the heat transfer in a simple pressure-driven
duct flow. They derived and also showed experimentally that for a
flow-path length with less than 20 times the clearance gap, the
flow can be considered as a developing duct flow. As such, the
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boundary layers on each surface do not merge and, therefore, the
effect of the relative wall~shroud! movement is inconsequential.
This range is relevant to the assessment given that the length of
the flow path along the blade tip relative to the clearance gap
ranges between 2.5 near the trailing edge for the smallest gap to
25 near the leading edge~thickest part of the airfoil! for the largest
gap. Lending further credibility to the hypothesis of Mayle and
Metzger are the works of Chyu et al.@6# with a shroud surface
moving over a simple rectangular cavity and Srinivasan and Gold-
stein@7# with a moving wall over a turbine blade. In particular, the
work of Srinivasan and Goldstein showed only small effects of the
wall motion on their measured Sherwood numbers~heat-mass
transfer analogy! in the leading-edge region where the path
length-to-clearance gap was larger~30! than the criterion stated by
Mayle and Metzger~20! for the smallest clearance gap that they
studied. For the largest gap in their study, they saw no noticeable
effect of the wall motion.

The only reported tip-blowing studies were those completed by
Kim and Metzger @8# and Kim et al. @9#, who used a two-
dimensional channel with a number of different injection geom-
etries, and by Kwak and Han@10,11#, Acharya et al.@12#, and
Hohlfeld et al. @13#, who all used blade geometries. Four tip-
blowing geometries were investigated by Kim et al.@9#, which
included the following: discrete slots located along the blade tip,
round holes located along the blade tip, angled slots positioned
along the pressure side, and round holes located within a cavity of
a squealer tip. For a given coolant flow, the best cooling perfor-
mance was obtained using the discrete slot configuration whereby
an optimum blowing ratio was discerned. In general, Kim et al.
reported higher effectiveness accompanied by higher heat transfer
coefficients with higher injection rates. Kwak and Han@10,11#
reported measurements for varying tip gaps with cooling holes
placed along the pressure surface at a 30 deg breakout angle,
relative to the pressure surface, and on the tip surface for an
unshrouded@10# and shrouded@11# tip. For the unshrouded~flat!
tip, Kwak and Han found that increases in the heat transfer coef-
ficients and adiabatic effectiveness occurred with increased cool-
ant injection and increased gap heights. This is in contrast to the
work presented by Kim et al.@9#, who identified an optimum
blowing ratio. For the shrouded tip, Kwak and Han indicated a
benefit of having a shroud in that there was a reduction of the heat
transfer coefficients and an increase in adiabatic effectiveness lev-
els when compared to the flat tip.

Heat transfer measurements on flat tips with no cooling have
been presented by many authors, including Bunker et al.@14#,
Kwak and Han@10#, and Jin and Goldstein@15#. These studies
have shown there to be a region of low heat transfer located near
the thickest portion of the blade. Morphis and Bindon@2# and
Bindon @16# have also shown there to be a separated region fol-

lowed by a reattachment with high heat transfer coefficients along
the pressure side of the blade tip in the entry region@14#.

There have also been only a relatively few computational pre-
dictions for a tip gap with blowing, including those by Acharya
et al.@12# and Hohlfeld et al.@13#. Acharya et al. found that film-
coolant injection lowered the local pressure ratio and altered the
nature of the leakage vortex. High film-cooling effectiveness and
low heat transfer coefficients were predicted along the coolant
trajectory. Both studies indicated that for the smallest tip gap, the
coolant impinged directly on the shroud; but as the gap size in-
creased, predictions indicated that the coolant jets were unable to
impinge upon the shroud.

In summary, only one experimental study has addressed blow-
ing in the tip gap of a turbine blade. The objectives of the work
presented in this paper are to present the benefits of film-cooling
of a blade tip using coolant exhausted from dirt purge holes. In
particular, both the effectiveness levels and heat transfer coeffi-
cients were measured and combined using a net heat flux reduc-
tion to evaluate the benefits.

Experimental Facility and Methodology
The experiments were conducted in a large-scale, low-speed,

closed-loop wind tunnel that provided matched-engine Reynolds
number conditions. The flow conditions and relevant geometry are
summarized in Table 1 with a diagram of the wind tunnel and test
section shown in Figs. 1 and 2. Results reported in this paper
include adiabatic wall temperature measurements and heat trans-
fer coefficients along the tip.

The wind tunnel, shown in Fig. 1, includes a 50 Hp fan that
drives the flow through a primary heat exchanger to obtain a uni-
form temperature profile. The flow is divided into three passages.
The main passage, located in the center, has a heater used to
achieve a hot mainstream gas, while the flow in the two outer
passages provided a single row of normal jets used to generate an
inlet turbulence level to the cascade of 10% and an integral length

Table 1 Geometry for the blade tip model

Parameter Scaled model

Scaling factor 123
Axial chord,Bx ~% Span! 63
True chord,C ~% Span! 96.3
Pitch, P ~% Span! 78
Re 2.13105

Inlet angle,u 16.5 deg
Coolant to mainstreamDT 25 deg
Small tip gap, h~% span! 0.545
Large tip gap, H~% span! 1.635

Fig. 1 Schematic of the wind tunnel facility used for the testing of the blade tips
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scale of 11 cm. To quantify the integral time scale, velocity fluc-
tuations were measured using a hot-wire anemometer. These jets
were unheated~due to a facility constraint! and were injected one
chord upstream of the blade. The mass flow of the injected jets
represented 4.3% of the core mass flow and had a momentum flux
ratio of 8. Because of the high turbulence generated, the thermal
field entering the cascade was quite uniform.

The main features of the linear cascade test section, shown in
Fig. 2, were an instrumented center blade, two outer blades, side-
wall bleeds, and adjustable tailboards. These components were
required to ensure periodic flow conditions. Coolant flow for the
blade tip was provided to a plenum inside the center blade from an
independent pressurized air supply. The pressure drop across a
venturi meter was used to quantify the coolant flow rate, while the
incoming velocity to the test section was measured with a pitot
probe at several locations across the blade pitch.

Figure 3 shows the details of the plenum for the blade tip, the
dirt purge cavity, and the dirt purge holes. The removable portion
of the tip was 28% of the span~total span was 55 cm! and was
specifically molded to allow for a number of different tip geom-
etries to be studied. A two-part foam mixture that exothermically
expanded was used to mold the blade tip. The thermal conductiv-
ity of this foam was quite low at 0.036–0.043 W/mK and was
dependent on the foam properties after expansion, thereby allow-
ing for an adiabatic surface on the blade tip. Only the foam sur-
face ~no heater! was present during the adiabatic effectiveness
tests.

For the adiabatic effectiveness tests, the experiments were con-
ducted such that the coolant was nominally 25°C lower than the
mainstream. Thermal equilibrium required about 4 hr for each
test. For the heat transfer measurements, separate experiments
were performed with a constant heat flux surface installed on the
tip surface. For these tests, the coolant and mainstream tempera-
tures were typically kept to within 0.15°C of one another. Two
separate heaters were necessary because of the dirt purge cavity
on the tip. The dirt purge cavity was heated with one strip of
Inconel that was 0.051 mm thick and had a surface area of 17.3
cm2. The main heater covered an area of 261.2 cm2 and consisted
of a serpentine Inconel circuit. As shown in Fig. 4, the circuit
consisted of the Inconel sandwiched between insulating Kapton
and then covered with a very thin~0.013 mm! layer of copper on
both sides. Both heaters were attached to a foam blade tip using
double-sided tape that was 0.64 mm thick. The nominal heat flux
for both heaters was set to 3700 W/m2, which provided a maxi-
mum temperature difference between the mainstream and blade
surface of 28°C. The two heaters were controlled independently to
within 0.67% of one another during all tests. The current supplied
to each heater was known by placing a precision resistor (R
51.0V60.1%) in each circuit and measuring the voltage drop
across each resistor with a digital multimeter. The heater power
was then determined from the supplied current and known heater
resistance.

Equation~1! was used when calculating the heat transfer coef-
ficients,

Fig. 2 The corner test section of the wind tunnel housed three blades that formed two full
passages

Fig. 3 The blade tip included a plenum that supplied coolant to the dirt purge
holes
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h5~qtot9 2qr9!/~Tw2T`! (1)

In this equation,qtot9 represents the total heat flux output from the
resistive heaters andqr9 represents the energy lost to radiation.
Typically, radiation losses were less than 2% with the maximum
for all cases being 3.4%. Conduction losses were found to be
negligible because the heaters were placed on the low-thermal
conductivity foam.

For the surface-temperature measurements along the tip, an in-
frared ~IR! camera was used to take four separate images that
were then assembled to provide the entire surface temperatures of
the tip. The image locations are shown by the boxes in Fig. 2. The
IR camera was positioned to look directly at the blade tip and
required the use of a zinc selenide window placed along the outer
shroud that permitted 8–12 micron wavelengths to pass through.
Each of the four IR camera images covered an area that was 21.3
cm by 16 cm with the area being divided into 320 by 240 pixel
locations. The camera was located approximately 55 cm from the
tip, resulting in a spatial resolution of 0.63 mm, which is over 16
times smaller than the dirt purge hole diameter. At each viewing
location five images were acquired and averaged at each pixel
location to give an overall image of the tip.

The calibration process for the camera involved direct compari-
sons of the infrared radiation collected by the camera with mea-
sured surface temperatures, using either thermocouple strips
placed on the tip surface~for the adiabatic effectiveness measure-
ments! or thermocouple beads placed underneath the heater~for
the heat transfer measurements!. For both experiments, thermo-
couples were placed on the blade surface using a bonding agent
with a high thermal conductivity of 1.6 W/mK. For the thermo-
couples placed underneath the main tip heater, a 2°C temperature
adjustment was applied during calibration to account for the ther-
mal resistivity of the heater at the nominalq953700 W/m2. The
thermal resistance of the Inconel heater in the dirt purge cavity
was found to be negligible, and no correction was needed for this
area of the blade tip. After the experiments were completed, the
infrared images were processed, where adjustments of the surface
emissivity and background temperature~irradiation! were made
until the image and thermocouple temperatures matched. This pro-
cess resulted in an agreement between all of the thermocouples
and infrared temperatures to within61.0°C ~Dh560.04!. A
check on the calibration process is that the four individual images

matched up well to form one entire blade contour without any
discontinuities in measured values between images.

Static-pressure taps were located near the midspan of the cen-
tral blade, and tufts were located near the stagnation locations of
all the blades to ensure periodic flow through the passages was
achieved. The measured static-pressure distribution around the
center blade was compared with an inviscid CFD simulation using
periodic boundary conditions, as shown in Fig. 5. This pressure
loading is representative of a modern, high-pressure turbine blade.

Overall uncertainties were calculated for nondimensional tem-
perature and heat transfer~h and Nu values! according to the
partial derivative method described in Moffat@17#. The total un-
certainty of all measurements was calculated as the root of the
sum of the squares of the precision uncertainty and the bias
uncertainty.

The precision uncertainty for measurements made with the in-

Fig. 4 Main tip heat transfer surface showing „a… serpentine passages and „b… detail of main
tip heater as placed on the blade surface

Fig. 5 Measured and predicted static pressures at the blade
midspan
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frared camera was determined through an analysis of five cali-
brated images taken in succession on one portion of the tip at
constant conditions. The precision uncertainty was calculated to
be 0.31°C, which is the standard deviation of the five readings
based on a 95% confidence interval. The camera manufacturer
reported the bias uncertainty as 2.0% of the full scale. The largest
scale used in this study was 20°C though some images could be
captured on a 10°C range. A bias error of61°C was considered
for the camera calibration. The thermocouples measuring the
freestream and coolant temperatures were reported by the manu-
facturer to read within60.2°C. The total uncertainty in effective-
ness was found to bedh560.046 ath51 and dh560.046 at
h50.2. The total uncertainty in heat transfer measurements was
6% at NuDh545 and 10.5% at NuDh555.7. Note that the uncer-
tainty is higher in the immediate vicinity of the dirt purge holes
where the heat flux is not uniform. The nonuniformity of the heat
flux does not affect the ratios of the heat transfer coefficients with
and without blowing, however, because this effect is canceled.

Experimental Test Cases
This series of experiments focused on investigating the effect of

tip gap height and blowing ratio as indicated in Table 2. With
regard to the tip gap height, two different gaps relative to the span
were investigated, including gaps that were 0.54%~h! and 1.63%
~H! of the span. Through the remainder of this paper these two tip
gaps will be referred to as small and large tip gaps. With regard to
the blowing from the dirt purge holes, cases at each tip gap height
were measured with a coolant flow rate that ranged from 0.10% to
0.38% of the primary core flow. Note that these flow rate ranges
were chosen to simulate engine conditions. A baseline case was
also considered for heat transfer measurements that had the dirt
purge cavity present, but no holes. Measurements were performed
at both gap heights for the baseline case.

The global and local ratios of mass and momentum fluxes were
calculated for the blowing cases and are also given in Table 2. The
global mass and momentum flux ratios were based on the incident
inlet velocity to the blade passage, while the local mass and mo-
mentum flux ratios were based on the local tip flow conditions for
each of the two dirt purge holes. To compute the local external

velocity for the dirt purge hole exits, the local static pressure for
the dirt purge holes was taken as the average of the predicted
static pressures for the pressure and suction surfaces at the 95%
blade span location. The blade locations of these pressures were at
2% and 5% of the total surface distance measured from the stag-
nation location for dirt purge holes 1 and 2, respectively. The
coolant velocity was calculated directly from measured coolant
flow rates. As seen in Table 2, the local blowing~and momentum!
ratio for hole 1, which is the hole closest to the leading edge, is
significantly higher than hole 2 due to the lower local velocity
present at the hole 1 location.

Adiabatic Effectiveness Results
The dirt purge holes serve the functional purpose of expelling

dirt from the blade that might otherwise block smaller film-
cooling holes. Any cooling from the dirt purge holes is of poten-
tial benefit for cooling the leading-edge region. The cooling ef-
fects of the dirt purge jets are presented as adiabatic effectiveness
levels that were measured only in the leading-edge half of the
blade. No coolant from the dirt purge holes was measured along
the downstream portion of the blade tip, and as such, only the
front portions of the tip were measured.

Figure 6 presents the measured adiabatic effectiveness contours
for the small tip gap case at four different blowing ratios, ranging
from 0.10% to 0.38%~percents based on passage flow!. At the
lowest blowing ratio, the dirt purge holes cool only a portion of
the tip downstream of the holes. There is very little cooling mea-
sured within the dirt purge cavity. There is a dramatic increase in
the measured adiabatic effectiveness levels as the coolant flow is
increased for the small tip gap. The maximum effectiveness for
the lowest blowing ratio was 0.86 while a maximum value of
h51.0 was reached for the 0.19%, 0.29%, and 0.38% blowing
ratios. For coolant injection greater than the 0.19% case, a com-
pletely cooled region was measured to extend from the pressure
side of the tip to the suction side. Interestingly, the coolant is also
present upstream of the dirt purge holes such that at the highest
blowing ratio, the coolant extended to the leading edge of the tip.
This is because the coolant exiting the dirt purge holes impacted
the shroud and then propagated outward in all directions. These
very high effectiveness levels in the leading-edge region indicate a
saturation of the coolant within the tip gap. In general, this is
consistent with field-run hardware where this portion of the airfoil
has little evidence of tip oxidation.

Figure 7 presents the measurements of adiabatic effectiveness
contours for the large tip gap. Results indicate a significantly re-
duced benefit of the coolant exiting the dirt purge holes as com-
pared to the small tip gap. As the coolant is increased, the experi-
ments show a much broader cool region downstream of the cavity.
This spreading of the coolant for the higher blowing ratio cases is
caused by an impingement of the jets onto the shroud. At the

Table 2 Matrix of experiments and blowing ratios

Coolant flow
~% total

flow! Tip gap

Holes 1 and 2 Hole 1 Hole 2

Global
M

Global
I

Local
M

Local
I

Local
M

Local
I

0.10 small, large 1.4 3.6 1.9 6.6 1.1 2.1
0.19 small, large 2.7 13.0 3.6 23.7 2.0 7.5
0.29 small, large 4.1 30.3 5.5 55.3 3.1 17.4
0.38 small, large 5.3 52.0 7.2 94.9 4.1 29.9

Fig. 6 Adiabatic effectiveness contours taken along the tip with dirt purge blowing for the small tip gap
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0.38% coolant injection, there is coolant present with the dirt
purge cavity and upstream of the cavity. This is more similar to
the small tip gap where coolant is filling the entire gap.

The camber line of the blade is used to compare data and is
defined in Fig. 8. This line extends through the midsection of the
blade. Effectiveness data were taken along the camber line of the
blade, shown in Fig. 9, to further illustrate the differences between
the cases tested. The vertical lines on both plots indicate the loca-
tion of the dirt purge holes. For the small tip gap shown in Fig.
9~a! the 0.10% case has significantly lower effectiveness values
than the other coolant levels. For the 0.19%, 0.29%, and 0.38%
cases, there is hardly any difference in peak values between the
cases, but there is increased spreading in the leading-edge region
with increased blowing. Also, at the higher blowing ratios, the
camber line shows that the adiabatic effectiveness reaches a value
of one almost all the way to the stagnation point (x/C50). For
the large tip gap shown in Fig. 9~b! the effectiveness steadily
increases with each blowing case, as was discussed for the con-
tour levels. Both the peak values and spreading in the leading
edge are increased with each increase in blowing rate. However,
there appears to be no benefit of nearly doubling the coolant flow
from 0.10% to 0.19% at the large tip gap until downstream of the
second hole after which there is more spreading of the coolant for
the higher coolant flow. Also, the overall effectiveness levels are
lower at the large tip gap relative to the small tip gap.

For all cases shown in Figs. 9~a! and 9~b!, the results indicateh
values that are above zero outside of the region affected by the
dirt purge blowing. The reason for this nonzero effectiveness level
is due to a thermal boundary layer effect. As was discussed in the
experimental section of this paper, the heaters for the main gas
path are located significantly upstream of the test section. As the
flow progresses through the contraction of just upstream of the

test section, the flow near the wall is slightly cooler than the
midspan temperature, resulting in nonzero effectiveness levels.

All of the adiabatic effectiveness measurements for dirt purge
cases are summarized by considering an area average that was
calculated for a region defined from the leading edge to a location
along the pressure side ofs/C50.3. A line drawn normal to the
pressure side extending to the suction side defines the area. These
area averages, which represent effectiveness averages over 46% of
the total blade tip area, are shown in Fig. 10. Overall there is a
dramatic difference between the small tip gap and the large tip gap
at each blowing ratio. The small tip gap shows the average effec-
tiveness increases with blowing ratio, but is leveling off at the
higher injection levels. The area averages for the large tip gap case
show that the effectiveness only slightly increases when the blow-
ing ratio is increased from 0.10% to 0.19% with larger increases
being measured beyond 0.19% injection levels.

Heat Transfer Results
As discussed, separate experiments were performed to measure

heat transfer for baseline cases with no blowing and for the blow-
ing cases at both tip gap heights. These measurements were com-
pleted using a constant heat flux boundary condition on the tip
surface. Baseline studies with no blowing were used to validate
the current experiments with previous ones by comparing with a
fully developed channel flow correlation. The heat transfer for the
blowing cases was normalized by the baseline cases to provide the
heat transfer augmentation associated with each blowing case con-
sidered. Also, the results from the adiabatic effectiveness experi-
ments were combined with these heat transfer measurements to
quantify the overall blade thermal loading for each of the blowing
cases.

Fig. 7 Adiabatic effectiveness contours taken along the tip with dirt purge blowing for the large tip gap

Fig. 8 Definition of the blade camber line
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Baseline Cases—No Blowing. Previous studies have com-
pared flow in a turbine blade tip gap to that of a fully developed
channel flow correlation for turbulent flow in a duct. The correla-
tion that was used for comparison was developed by Gnielinski
@18#. Gnielinski’s correlation is given in Eq.~2! and has been

reported in the literature to provide accuracy to within 6% as
reported by Kakac¸ et al. @19# for a large Reynolds number range
(104,Re,106).

Nuf d50.0214~Re0.82100!Pr0.4 (2)

Mayle and Metzger@5# furthered this correlation for a tip gap
by adding an augmentation factor to account for the overwhelm-
ing entry-region effects of thin blade tips. This augmentation fac-
tor, which was taken from Kays and Crawford@20#, allows blade
designers to relate overall blade tip heat transfer~for a given blade
thickness and tip gap! to an overall heat transfer expected in a
fully developed channel as shown in Eq.~3!. Equation ~3!, as
pointed out by Mayle and Metzger@5#, accounts for the fact that
only one side of the channel~blade tip! was heated.

Nu/Nuf d511
3

Lt /Dh
(3)

Comparisons have been made to the data of Jin and Goldstein
@15# and Bunker et al.@14# that confirm this augmentation factor
approach. Although Mayle and Metzger@5# first noted the aug-
mentation factor, their data have not been included in this com-
parison because only experiments performed on airfoil shapes
were considered. This is because the plotting variables were based
on blade exit velocity, of which there is no equivalent in the
Mayle and Metzger tests. Figure 11 shows Nusselt number values
based on the hydraulic diameter of the tip gap~2h or 2H! plotted
as a function of the blade Reynolds number based on the exit
velocity and hydraulic diameter. The Gnielinski correlation has
been plotted for severalLT /Dh ratios as shown on the plot. Note
thatLT represents the maximum thickness of the blade. As known
for turbulent channel flow, fully developed conditions generally
occur forL/Dh.20 @20#. The correlations given in Fig. 11 indi-
cate similar trends to the experimental data despite very different
blade shapes with the largest outliers occurring at the lowest blade
Reynolds numbers~not tip gap Reynolds number!. It should be
noted that theLT /Dh ratios are based on the maximum blade
thickness, and the Nusselt numbers are the average values calcu-
lated for the tip surface. Therefore, this ratio is not a perfect rep-
resentation of a blade profile. More experiments should be per-
formed to further verify this trend.

The baseline results are presented as contour plots of Nusselt
number~based on chord! in Fig. 12. Note that the chord rather
than hydraulic diameter was used for these contour plots to illus-
trate the differences in the heat transfer coefficients along the
blade tip for both tip gaps. Also, it is important to recognize that
the heat flux is not uniform in the immediate vicinity of the dirt
purge holes. Results at both gap heights show similar trends, how-
ever, the large tip gap shows higher Nusselt numbers at the blade
trailing edge relative to the small tip gap. This increase in heat
transfer at the larger tip gap trailing edge is a result of the in-
creased entry region effect relative to the small tip gap. With
smaller L/Dh values~for the large tip gap!, the entry region is
expected to have a greater effect, as mentioned at the beginning of
this section. For the large tip gap, theL/Dh is as low as 1 across
the trailing edge of the tip surface, whereas for the small tip gap
the L/Dh is 3.5.

The area-averaged Nusselt numbers are given for each case to
quantify the increase in heat transfer with gap height. For these
cases, the Nusselt number at the large tip gap is 3.2 times that of
the small tip gap when based on the exit velocity and hydraulic
diameter. By using Reynolds number scaling for a turbulent chan-
nel flow, the large tip gap is expected to have 2.4 times the heat
transfer of the small tip gap. This larger than expected increase
results from the overwhelming entry region effects, which serve to
greatly increase the tip heat transfer.

As shown in Fig. 12, there are regions of low heat transfer
immediately downstream of the dirt purge cavity for both tip gap
heights. This is near the thickest portion of the blade and repre-
sents the area of lowest heat transfer on the blade tip. This region

Fig. 9 Effectiveness taken along the blade camber line for the
„a… small and „b… large tip gaps

Fig. 10 Area-averaged effectiveness of the tip at various cool-
ant blowing levels
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was first pointed out by Bunker et al.@14# and has been confirmed
by other authors. Within the dirt purge cavity, there are high heat
transfer coefficients resulting from low velocity flow recirculation
in the cavity. Overall, the leading-edge region experiences rela-
tively low heat transfer outside of the dirt purge cavity relative to
the trailing edge.

Also seen on these contour plots are regions of high heat trans-
fer along the pressure side that begin aroundS/Smax50.1 and
extend until the trailing edge. These regions of high heat transfer
have been noted by Morphis and Bindon@2# and Bindon@16# to
be the separation-reattachment region that forms along the pres-

sure side due to mainstream and leakage flow interaction. This
region occurs within the entry region, is more dominant at the
large tip gap than at the small tip gap, and extends over a large
region of the tip for the large tip gap.

Heat Transfer Augmentation With Blowing. By comparing
the heat transfer with blowing to that of the baseline cases, the
augmentation associated with tip blowing can be studied. The
camber line plots for the dirt purge blowing are shown in Figs.
13~a! and 13~b! for the small and large tip gaps, respectively. For
both tip gaps, the heat transfer is increased with blowing for the

Fig. 11 Comparison of experimental data to a fully developed correlation

Fig. 12 Baseline Nusselt number contour plots for the „a… small and „b… large tip gap
heights
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region of 0,x/C,0.25. Beyondx/C50.3, there is no difference
between any of the cases because the dirt purge blowing does not
affect heat transfer in this area. In comparing Fig. 13 with Fig. 9,
there are striking differences between the two data sets. The film-
cooling effectiveness~Fig. 9! extends further down the blade than
does the heat transfer augmentation. For the small tip gap, the film
cooling remains nearh51 out tox/C50.25 for the highest blow-
ing ratio, whereas the heat transfer augmentation is at a value of
one at that location. This shows that for the small tip gap, the dirt
purge holes are impinging upon the shroud and effectively spread-
ing coolant flow while the heat transfer increase is localized
around the hole exits. For the large tip gap, there are localized
peaks of film effectiveness for each of the three highest blowing
ratios located atx/C50.15 for the 0.19% case, and nearx/C
50.2 for the 0.29% and 0.38% cases. These peaks of adiabatic
effectiveness correspond to peaks of heat transfer. At the 0.29%
and 0.38% cases, the peaks are located at the same position, sug-
gesting that the coolant flow has impinged upon the shroud and
returned back to the tip. For the 0.19% case, however, the peaks
are not colocated. Instead, the peak in heat transfer is located
downstream of the peak in film effectiveness. This suggests that at
this particular blowing ratio, the dirt purge jet is causing flow
vortices to form near the jet that do not cause high film effective-
ness, but do increase the heat transfer.

CFD results by Hohlfeld @21# predicted these voritices.
Coolant-flow streamlines for the large tip gap are shown in Fig.
14. At the highest blowing ratio~0.38%!, the coolant is spread in
all directions after hitting the shroud. At the 0.19% case, the first
dirt purge hole is split by the second hole such that part of the
flow rolls into a vortex around the right side of the second hole jet.
This vortex extends the full gap height and is what causes the

peak in heat transfer to be located further downstream than the
peak in film effectiveness for this case. The 0.10% case is shown
to verify that there are no vortices at this case, but rather flow
exiting the holes and immediately flowing out of the gap region.

Peaks of heat transfer are seen immediately around both of the
dirt purge holes in Fig. 13. The reason for this is that the holes cut
out of the foil heater had high current gradients very near to the
holes, resulting in high heat transfer coefficients.

Area averages of the heat transfer augmentation for both tip
gaps are shown in Fig. 15. Again, these averages are over the
forward 46% of the blade tip area, so that only the area affected
by the blowing is considered. These results show there to be the
same heat transfer augmentation for the lowest blowing ratios at

Fig. 13 Camber line data for h f Õh 0 for the „a… small and „b…
large tip gaps

Fig. 14 CFD predictions of dirt purge streamlines for the large
tip gap †21‡

Fig. 15 Area-averaged heat transfer augmentation for the
small and large tip gaps
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both tip gaps. As the blowing ratio increases, however, the small
tip gap shows increasingly higher augmentation than the large tip
gap. This higher augmentation is because of the influence of the
three-dimensional vortices formed as the jets exit the dirt purge
holes. As was discussed in the adiabatic results section, flow from
the dirt purge holes for the small tip gap can flood the leading-
edge gap region, causing very good cooling over most of the
leading edge. At the large tip gap, the flow is blowing off the tip
surface and impinging on the shroud. Because of this, the aug-
mentation is higher at the small tip gap than at the large tip gap for
the same blowing ratio.

Net Heat Flux Reduction. Combining the heat transfer mea-
surements with the film effectiveness measurements can give the
overall cooling benefit in the form of a net heat flux reduction
~NHFR!. Shown in Eq.~4!, NHFR is an established method of
evaluating the overall effect of a cooling scheme on a surface
@22#,

NHFR512~hf /h0!@12h•u!] (4)

All variables have been measured experimentally except foru,
which was assumed to be 1.6 based on previous literature@22#.
This value corresponds to a cooling effectiveness of 62.5%. As
this equation shows, when high heat transfer augmentation is not
accompanied by high film cooling, the NHFR can become nega-
tive. A negative NHFR means that there is an increased heat load
to the blade surface, which is undesirable.

The NHFR values were calculated locally for each case and are
shown in Fig. 16. The NHFR is always higher at the small tip gap
relative to the large tip gap. This can be attributed to the much
higher film-cooling effectiveness and only slightly higher heat
transfer augmentation of the small tip gap relative to the large tip
gap. At the small tip gap, the NHFR always increases with blow-
ing. For the large tip gap, the area downstream of the dirt purge
cavity shows increased NHFR values with increased blowing,
however, for the entire leading-edge region, the 0.19% case ap-
pears to be lower than the 0.10% case. This is because of the
slightly negative NHFR downstream of the second dirt purge hole.

This region is caused by the vortices created by the dirt purge
blowing, which are not seen in any of the other cases, as was
previously discussed.

NHFR values along the camber line are shown in Fig. 17 for
the small and large tip gaps. For the small tip gap@Fig. 17~a!#,
there is increased spreading of the NHFR in the region 0,x/C
,0.3 as blowing increases. The highest blowing case~0.38%!
shows a large spike at the first dirt purge hole. This is caused by
high heat transfer immediately surrounding the dirt purge hole,
where the uncertainly is higher due to nonuniform heat flux, as
discussed previously. For the large tip gap, there is generally in-
creased NHFR with increased blowing with the exception of the
region aroundx/C50.2. Around this area, the 0.19% case actually
shows lower NHFR than the 0.10% case due to the decreased film
effectiveness.

Area averages of the NHFR values were calculated for the for-
ward part of the blade. The results, shown in Fig. 18, indicate the
NHFR is always higher for the small tip gap. For the small tip
gap, the NHFR levels increase nearly linearly with blowing ratio.
For the large tip gap, however, the lowest blowing ratio shows
higher NHFR values than the 0.19% case, although increases in
blowing ratio result in increased NHFR.

Conclusions
Intended to prevent dirt and dust particles from clogging

smaller film-cooling holes, dirt purge holes can provide significant
cooling to the leading edge of a blade tip. Note that in an engine
design, the entry corner and trailing-edge regions also need to be
cooled. The dirt purge jets provided a significant amount of cool-
ing for the leading-edge area, particularly for the small tip gap.
From the contours and profiles on the tip for the small gap case, it
was apparent that there was an overcooling of the leading-edge
area for coolant injections that were greater than 0.19% of the
main passage flow. Increased blowing resulted in a larger cooling
benefit for the large tip gap as compared to the small tip gap,
although the small tip gap always showed higher overall effective-
ness for the same blowing ratio. For the large tip gap, which is
most likely to occur for operating engine conditions, the lower

Fig. 16 Contour plots of NHFR for the small „top … and large „bottom … gap heights at all blowing ratios
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coolant injection rates of 0.10% and 0.19% of the passage flow,
the coolant was only effective within the dirt purge cavity and just
downstream of the cavity. As the coolant injection was increased
to 0.29% and 0.38% for the large tip gap, cooling was evident
within, upstream, and downstream of the purge cavity.

Heat transfer measurements indicate that heat transfer augmen-
tation with blowing is increased with higher blowing ratios for
both gap heights tested. Also, the augmentation seen for the small

tip gap tends to be higher than that of the large tip gap. By com-
bining the adiabatic effectiveness and heat transfer measurements,
the large tip gap experienced less benefit than the small tip gap of
the dirt purge cooling. For the large tip gap, the NHFR decreased
from the 0.10% case to the 0.19% case, but increased with subse-
quent blowing ratios. Overall, the measurements indicate that bet-
ter NHFR from the dirt purge holes can be achieved for a small tip
gap as compared to a large tip gap.
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Nomenclature

Bx 5 axial chord
C 5 true chord of blade

Cp 5 pressure coefficient,Cp5(p2pin)/(rUin
2 /2)

d 5 hole diameter of the dirt purge
Dh 5 hydraulic diameter, always used as 2h or 2H

h 5 small tip gap height
H 5 large tip gap height
hf 5 film heat transfer coefficient
h0 5 blade heat transfer coefficient with no blowing
k 5 thermal conductivity
I 5 local (rcUc

2/r`U`
2 ) or global (rcUc

2/r inUin
2 ) momen-

tum flux ratio
L 5 local thickness of blade

Lmax 5 max local thickness of blade
LT 5 max thickness of blade overall
ṁ 5 mass flowrate
M 5 local (rcUc /r`U`) or global (rcUc /r inUin) mass

flux ratio
NHFR 5 net heat flux reduction, see Eq.~4!
NuDh 5 Nusselt number based on hydraulic diameter,

h(Dh)/k
Nuf d 5 Nusselt number at fully developed condition based on

hydraulic diameter,h(Dh)/k, see Eq. 2
Nu0,C 5 baseline Nusselt number based on chord,h(C)/K

Nu0,Dh 5 baseline Nusselt number based on hydraulic diameter,
h(Dh)/k

P 5 blade pitch
Po , p 5 total and static pressures

Pr 5 Prandtl number
qtot9 5 heat flux supplied to tip surface heater
qr9 5 heat flux loss due to radiation
R 5 resistance inV.

Rein 5 inlet Reynolds number,Uin(C)/n
ReDh 5 Reynolds number based on local velocity and hydrau-

lic diameter,Ulocal(Dh)/n
Reex,Dh 5 Reynolds number based on exit velocity and hydrau-

lic diameter,Uex(Dh)/n
Re 5 Reynolds number

S 5 surface distance along blade
T 5 temperature

Ulocal 5 local velocity on tip gap
Uex 5 exit velocity ~at blade trailing edge!
Uin 5 inlet velocity ~1 chord upstream!

x 5 distance along blade chord

Greek

h 5 adiabatic effectiveness,h5(Tin2Taw)/(Tin2Tc)
D 5 denotes a difference in value
r 5 density
n 5 kinematic viscosity
« 5 emissivity of tip heater surface, always set to 0.93.
u 5 dimensionless temperature ration, (T`2Tc)/(T`

2Tw), always set to 1.6.
u1 5 dimensionless thermal field, (T`2T)/(T`2Tc)

Fig. 17 NHFR taken along the Camber line for the „a… small
and „b… large gap heights

Fig. 18 Area-averaged NHFR for both gap heights
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Subscripts

ave,— 5 pitchwise average at a given axial location
ave,v 5 area average

aw 5 adiabatic wall
c 5 coolant conditions

in 5 inlet value at 1C upstream of blade
ms 5 value at blade midspan

` 5 local inviscid value
w 5 wall temperature with heat transfer surface
b 5 background temperature for surface radiation
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Large Eddy Simulation of Flow
and Heat Transfer in a Channel
Roughened by Square or
Semicircle Ribs
The internal cooling passage of a gas turbine blade has been modeled as a ribbed
channel. In the present study, we consider two different rib geometries, i.e., square and
semicircle ribs, in order to investigate their thermal and aerodynamic performance. Large
eddy simulations (LESs) of turbulent flow in a ribbed channel with a dynamic subgrid-
scale model are performed. In our simulation, the no-slip and no-jump conditions on the
rib surface are satisfied in the Cartesian coordinates using an immersed boundary
method. In order to validate the simulation results, an experimental study is also con-
ducted, where the velocity and temperature fields are measured using a hot wire and a
thermocouple, respectively, and the surface heat transfer is measured using the thermo-
chromic liquid crystal. LES predicts the detailed flow and thermal features, such as the
turbulence intensity around the ribs and the local heat transfer distribution between the
ribs, which have not been captured by simulations using turbulence models. By investi-
gating the instantaneous flow and thermal fields, we propose the mechanisms responsible
for the local heat transfer distribution between the ribs, i.e., the entrainment of the cold
fluid by vortical motions and the impingement of the entrained cold fluid on the ribs. We
also discuss the local variation of the heat transfer with respect to the rib geometry in
connection with flow separation and turbulent kinetic energy. The total drag and heat
transfer are calculated and compared between the square and semicircle ribs, showing
that two ribs produce nearly the same heat transfer, but the semicircle one yields lower
drag than the square one.@DOI: 10.1115/1.1811098#

Introduction
The cycle efficiency of a gas turbine can be enhanced through

raising its inlet temperature. However, there is a limitation in in-
creasing the inlet temperature due to the material problem. Ac-
cordingly, blades subject to high temperature are manufactured to
have internal cooling passages equipped with ribs@1#. Therefore,
the pressure drop and heat transfer characteristics inside the cool-
ing passage have been investigated for better design of a gas tur-
bine blade.

One of the important factors determining the flow and heat
transfer characteristic is the geometry. Among the geometric pa-
rameters affecting the heat transfer characteristics, the ratios of the
rib height to channel height (5e/H) and the rib pitch to height
(5p/e) are important ones. In general, the increase in the rib
height increases the heat transfer, but raises the pressure drop. The
optimume/H is known to be around 0.1@2#. There also exists an
optimum pitch, since the pitch should be longer than the recircu-
lation zone formed behind the rib. The ratio of the rib pitch to
height recommended is about 10 for the Reynolds number range
of interest@2#. Since the optimum values of the aforementioned
geometric parameters are well established through the extensive
experimental data, we pay our attention to the cross-sectional ge-
ometry of the rib in the present study.

Heat transfer in a ribbed channel is locally deteriorated imme-
diately behind the ribs. The recirculation zone caused by flow
separation is responsible for the low level of heat transfer. At-
tempts have been made to alleviate this problem by changing the

geometry of rib cross section. For instance, a round cross section
is likely to reduce the size of the recirculation zone and relieve the
pressure drop. The ribs can be also rounded due to improper
manufacturing or wear during the operation. Hence, we need to
investigate whether a rounded rib, indeed, produces a better per-
formance or not.

Cho et al. @3# reported by measuring the local heat transfer
along the wall between ribs that the semicircle rib shows higher
heat transfer rate than the conventional square rib. On the other
hand, Liou and Hwang@4# showed that the semicircle rib results
in a lower heat transfer rate than the square one. Taslim and Ko-
rotky @5# pointed out that a rounded rib corner deteriorates the
heat transfer performance of the rib. As is clear from these experi-
mental results, the effect of the rib cross-sectional shape on the
heat transfer characteristics is still unclear and thus should be
investigated further.

Most of the earlier computational studies on the ribbed channel
have been restricted to RANS~Reynolds Averaged Navier-Stokes
Simulation!. Although it predicts the mean flow field fairly well,
the standardk-« model fails to capture the sharp peak in the
turbulence intensity profile observed near the rib. It also underpre-
dicts the heat transfer rate and does not capture the high heat
transfer rate ahead of the rib. Acharya et al.@6# indicated the
reason for this failure of the standardk-« model twofold: first, the
large-scale motion is not properly reflected in thek-« model, and
second, the introduction of the wall function may cause the dis-
crepancy in the heat transfer.

Recently large eddy simulation~LES! has been performed for
flow and heat transfer inside the ribbed channel. Ciafalo and Col-
lins @7# performed LES and captured the high heat transfer region
in front of the rib. Near the wall, however, their result overesti-
mated the streamwise velocity, temperature drop, and streak spac-
ing due to the lack of resolution. More recently, Murata and Mo-
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chizuki @8# performed LES using the dynamic subgrid-scale
model@9,10#, but their simulation was performed at the Reynolds
number roughly 10 times lower than that of a real gas turbine
blade.

In the present study, we perform LES for two different rib
cross-sectional geometries, i.e., square and semicircle. Other geo-
metric parameters, such as the blockage ratio and pitch, are fixed
to be similar to the values typically found in a gas turbine blade
~see Table 1!. We also conduct an experimental study to validate
the simulation. First, we compare the time-averaged results from
LES with those from the present and past experiments to verify
that LES accurately predicts the flow and heat transfer character-
istics. Second, we investigate the instantaneous thermal and flow
fields to draw a mechanism responsible for the local heat transfer
distribution. Finally, we compare the thermal performances from
the two cross-sectional geometries.

Computational and Experimental Setup

Numerical Method. The governing equations for LES are the
grid-filtered continuity, Navier-Stokes, and energy equations for
incompressible flow and heat transfer,
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ūi ū j52

] p̄

]xi
1

1

Re

]2ūi
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In the above equations, an overbar represents a grid-filtered value,
t i j is the subgrid-scale stress andqj is the subgrid-scale heat flux.
Here,t i j andqj are the terms to accommodate unresolved small-
scale motion modeled with a dynamic subgrid-scale model
@9,10,11#. The periodic boundary condition is applied in the
streamwise (x) and spanwise (z) directions, and no-slip and no-
jump conditions are applied on the channel wall. The no-slip and
no-jump conditions on the rib surface are applied in Cartesian
coordinates using an immersed boundary method. In this method,
the momentum forcingf i and heat source/sinkF are provided to
satisfy the no-slip and no-jump conditions at the rib surface, re-
spectively. A mass source/sinkm is given to satisfy the continuity
for the cell containing the immersed boundary. The numerical
details are found in Kim et al.@12# and Kim and Choi@13#.

The numerical method used consists of a semi-implicit frac-
tional step method and the second-order central difference scheme
in space. The periodic boundary condition is justified using a suf-
ficiently large computational domain. In order to decide the
streamwise domain size, we conducted simulations with two dif-
ferent computational domain sizes, respectively, containing three
pairs of ribs and one pair of ribs~see Fig. 1~a! for pairs of three
ribs!. They resulted in nearly the same time-averaged values of
flow and heat transfer quantities. Therefore, below we present
results from the simulation with a streamwise computational do-
main size containing only one pair of ribs. The spanwise domain
size is set to be 2.5p times the rib height; the two-point correla-
tion at the separation distance of half the domain size shows zero
falloff. The information about the grid system is summarized in

Table 2. Grids are clustered near the wall and around the rib
surface in the streamwise and wall-normal directions. Uniform
grids are used in the spanwise direction. The simulations are car-
ried out for 10,000 time steps to reach a fully developed flow.
After the initial 10,000 steps, an additional 10,000 time steps
(tUb /Dh55) are performed to obtain the statistics.

Experimental Apparatus. Our experimental setup is de-
signed to form a fully developed ribbed-duct flow as shown in
Fig. 1~b!. A wind tunnel is used to supply the flow to the channel
at the bulk speed (5Ub) of 5 m/s. Its cross-sectional area is
0.4 m30.05 m, with which the bulk Reynolds number is Re
530,000. The Prandtl number is Pr50.71. The duct, which is
made of polycarbonate, is composed of the upstream, ribbed, and
downstream ducts. The upstream duct is installed to introduce a
fully developed channel flow to the ribbed duct. Data are acquired
in the middle of the ribbed duct. There are more than 10 ribs
upstream of the measuring point in order to secure fully developed
flow at the test section. Additional 10 ribs and downstream duct
are installed after the test section to exclude any effect from the
duct exit.

The streamwise velocity and turbulence intensity are measured
using an I-type hot wire anemometry. The temperature profiles are
also measured at several streamwise locations using a T-type ther-
mocouple. Because the local distribution of the heat transfer rate
is an important property to validate the simulation, we measure
it using TLC ~thermochromic liquid crystal! with high spatial
resolution.

The heat transfer coefficient (5h) in a channel flow is defined
as

q95h~Tw2Tb! (4)

A gold-coated film is used to supply uniform heat flux, whose
value (5q9) is measured through a power meter. The heating film
is attached on the 12.7 mm thick polycarbonate test section.

Table 1 Flow and geometric parameters

Present
~LES!

Present
~Experiment! Cho et al.@3#

Liou and Hwang
@4#

Re 30,000 30,000 30,000 13,000
p/e 10 10 10 10
AR ` 8 2 4
e/H 0.1 0.1 0.1 0.13

Fig. 1 Computational domain and experimental setup: „a…
computational domain; „b… schematic of experimental setup

Table 2 Computational parameters

Square Semicircle

Grid number 1283128348 1283160348
Dx 0.015;0.231e 0.015;0.193e
Dy 0.014;0.261e 0.015;0.195e
Dz 0.164e 0.164e

Dt Ub /Dh 0.0005 0.0005
CFLmax 0.7 0.7
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Formed polystyrene of 50 mm thickness is used beneath as an
insulator. The bulk temperature (Tb) is evaluated as a function of
the streamwise location. The wall temperature (Tw) is measured
using TLC with a hue capturing technique in a steady state. The
liquid crystal has a color changing temperature range from 25°C
to 45°C. With the wide bandwidth of the TLC, entire temperature
distribution is captured from a single image.

The uncertainty is evaluated on 20 to 1 odds~95% confidence
level!. All the uncertainty values are evaluated based on single-
sample experiments proposed by Kline and McClintock@14#. The
uncertainty of the dimensionless temperatureQ is estimated at
Q50.5, and its value is 14.5%. The uncertainty of the heat trans-
fer coefficient (h) is 13.0% at its typical value of 100 W/m2 K.

Results and Discussion

Time-Averaged Quantities. Time-averaged streamlines for
both the square and semicircle rib cases show three characteristic
recirculation bubbles between ribs~Fig. 2!: main recirculation
bubble behind the rib, a secondary one near the backward-facing
corner, and a bubble in front of the forward-facing corner. How-
ever, last two bubbles are significantly weakened for the semi-
circle rib case. The reattachment locations arex/e'4.5 for both
cases. For the square rib case, a separation bubble is observed also
on the top of the rib.

The time-averaged streamwise velocity profiles at three differ-
ent streamwise locations from LES show good agreement with the
present experimental data for both cases~Fig. 3!. The mean ve-
locity profiles follow the experimental data very well, down to the
rib height (y/e51). Especially, the agreement atx/e50.5 is of
great interest because the flow has not been well predicted from
RANS @6#. Figure 4 shows the turbulence intensity profiles, which
agree well with the experimental data. Especially, atx/e50.5, the
peak in the turbulence intensity formed around the rib height is
successfully captured by LES. An excellent agreement is also
found for the time-averaged temperature~see Fig. 5!.

Liou et al. @15# reported that the behavior of heat transfer is
closely related to the turbulent kinetic energy (k). Maximum tur-
bulent kinetic energy occurs right above the rib for the square rib,
while it is observed atx/e'3 for the semicircle rib~see Fig. 6!.
For both cases, a band of high turbulent kinetic energy is formed
around the rib height. A relatively high turbulent kinetic energy is
also observed near the forward-facing side of the rib. On the other
hand, the turbulent kinetic energy is low, right behind the rib,
where the heat transfer is not active.

Local Heat Transfer Between Ribs. Figure 7 shows the
Nusselt number distributions between the ribs, normalized by the
well-known Dittus-Boelter correlation for fully developed turbu-
lent pipe flow. For the square rib~Fig. 7~a!!, the agreement be-
tween Nusselt numbers from the present experiment and LES is
not as good as that between the mean temperatures, whereas the
result from the present LES agrees well with those by other ex-
perimental results. The Nusselt number in Fig. 7~a! shows two
sharp peaks near backward-facing and forward-facing corners and
one broad peak nearx/e'3.5, which is about one rib height (e)
ahead of the reattachment point.

For the semicircle rib~Fig. 7~b!!, the Nusselt number distribu-
tion between ribs is similar to that for the square rib because the
flow structures for both cases are characterized as the three vorti-
ces shown in Fig. 2. However, the local maxima near the
backward- and forward-facing corners for the semicircle rib are
not as sharp as those for the square rib, which is expected from
Fig. 2 in that the recirculation bubbles in the corners are much
smaller and weaker for the first than for the latter. The heat trans-
fer rate on the channel wall (Nut) is slightly larger with the semi-
circle rib than with the square rib~see Table 3!. Especially, the
semicircle rib improves heat transfer right behind the rib. Com-
pared to other data sets, the result from Liou and Hwang@4#
shows a low heat transfer rate for the semicircle rib case. Judging
from the parameters summarized in Table 1, the performance of
the semicircle rib seems to be quite sensitive to the Reynolds
number.

The instantaneous flow and thermal fields from LES are inves-
tigated to explain the mechanisms responsible for the local heat
transfer variation. Figure 8 shows the instantaneous velocity vec-

Fig. 2 Time-averaged streamlines from LES: „a… square rib; „b…
semicircle rib

Fig. 3 Time-averaged streamwise velocity profiles: „a… square
rib; „b… semicircle rib. —, LES „present …; d, experiment
„present …
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tors together with the temperature contours. Many vortices, which
are identified using a vortex identification technique@16# and
marked as white circles, appear near the wall. By observing the
velocity vectors and temperature contours at the same time, one
may notice in Fig. 8~a! that the cold fluid~bright gray! is en-
trained toward the wall due to downwash motion induced by the
vortices, which enhances the heat transfer on the wall. From this
observation, we may be able to answer the question why the maxi-
mum value of the local heat transfer appears in front of the reat-
tachment point~see Fig. 7!. The reattachment point is only a sta-
tistical one where the time-averaged streamwise velocity gradient
is zero at the wall. Because the vortices near the wall entrain the
cold core flow and the clockwise vortices are prevalent, the en-
trained cold fluid tends to move backward underneath the vortices.
This relocates the peak of the time-averaged Nusselt number up-
stream of the reattachment point. Like in the case of the square
rib, vortices entrain the cold core flow to enhance the heat trans-
fer. As is clear, the semicircle rib also enhances the heat transfer
with the mechanism similar to that by the square rib.

Another important phenomenon is the existence of sharp peak
in the Nusselt number in front of the rib~Fig. 7!. The instanta-
neous flow and thermal fields in thexz plane aty/e50.06 are
shown in Fig. 9 to explain the sharp peak ofNu. As shown, the
velocity and temperature vary significantly in the spanwise direc-
tion. Many instantaneous backward motions are also found, which
indicates active vortical motions near the wall. The low-
temperature~bright gray! patches are formed by the entrainment
and are elongated in the streamwise direction before they meet the
front surface of rib. When they reach the front surface of the rib,

they impinge on the rib and move in the spanwise direction. This
impinging motion is observed for both cases, but is weaker for the
semicircle rib than for the square rib.

Heat Transfer on the Rib. While numerous measurements
have reported the heat transfer on the wall between ribs, there are
few data concerning the heat transfer on the rib surface@17#. The

Fig. 4 Root-mean-square streamwise velocity fluctuation pro-
files: „a… square rib; „b… semicircle rib. —, LES „present …; d,
experiment „present …

Fig. 5 Time-averaged temperature profiles: „a… square rib; „b…
semicircle rib. —, LES „present …; d, experiment „present …

Fig. 6 Contours of the turbulent kinetic energy from LES: „a…
square rib; „b… semicircle rib
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heat transfer coefficient on the rib surface is thought to be high,
and a considerable amount of heat might be transferred from the
rib surface. For the present square rib, 24% of heat is ideally
transferred to the fluid from the rib. Figure 10 shows the local
variation of Nusselt number along the rib surface for both cases.
Here, the coordinatej is defined along the rib surface (j50 cor-
responds to the forward-facing corner of the rib!. For the square
rib ~Fig. 10~a!!, the rate of heat transfer sharply decreases around
the two edges of the rib (j/e51 and 2!. This sharp decrease inNu
is due to the flow separation at the edges~see Fig. 2~a!!. The
prediction ofNu by LES shows a fair agreement with the mea-
surement data by Liou and Hwang@4#, considering different Rey-
nolds numbers investigated.

For the semicircle rib~Fig. 10~b!!, the heat transfer increases
from the forward-facing corner to the point rotated by 70 deg
along the surface of the semicircle and then decreases. Unlike for
the square rib, the flow separates at the backward-facing side of
the semicircle rib~Fig. 2~b!!. Therefore, the peak in the Nusselt
number does not occur near the separation point, but occurs at the
forward-facing side of the rib. Although the result by LES does
not agree well with the experiment by Liou and Hwang@4#, both

data show the maximum Nusselt number on the forward-facing
side of the rib. The maximum heat transfer on the semicircle rib
seems to be related to the high turbulent kinetic energy observed
in front of the rib ~Fig. 6~b!!.

Many previous studies have evaluated the thermal performance
based on the heat transfer on the wall between the ribs@3#. How-
ever, a more accurate comparison of the performance may be

Fig. 7 Time-averaged Nusselt number between ribs: „a…
square rib; „b… semicircle rib. —, LES „present …; d, experiment
„present …; s, Cho et al. †3‡; h, Liou and Hwang †4‡

Table 3 Rib performance

Square Semicircle

Nut /Nu0 2.49 2.56
Q/Q0 3.29 3.28
f / f 0 11.4 9.97

(Q/Q0)/( f / f 0)1/3 1.46 1.52

Fig. 8 Instantaneous velocity vectors and temperature con-
tours in an xy plane „LES…: „a… square rib; „b… semicircle rib

Fig. 9 Instantaneous velocity vectors and temperature con-
tours in the xz plane at y ÕeÄ0.06 „LES…: „a… square rib; „b…
semicircle rib
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achieved when the heat transfer from the rib surface is included.
Therefore, we evaluated the total amount of the heat transfer as

Q

Q0
5
E Nu ds

Nu0p
(5)

The results, including the normalized friction factor, are summa-
rized in Table 3. The semicircle cross section gives a better per-
formance between the ribs, but the total amount of heat transfer is
almost the same as that of the square rib. On the other hand, the
increase in the pressure drop is smaller for the semicircle rib than
for the square rib, and thus the thermal performance
@5(Q/Q0)/( f / f 0)1/3# becomes 5% higher than that for the square
rib.

Conclusions
The flow and heat transfer in a channel roughened by square or

semicircle ribs were investigated using the large eddy simulation
~LES! technique. Comparing the time-averaged data from LES
with the experimental data, LES was found to predict the flow and
heat transfer characteristics very well. From the instantaneous
fields, it was shown that the local peaks in the heat transfer rate
along the wall are caused by the entrainment of the cold fluid by
the vortical motions and the impingement of the entrained cold
fluid on the ribs. Finally, the total amount of heat transfer by the
semicircle rib was nearly the same as that by the square rib. Con-
sidering the penalty of the pressure drop caused by the rib, the
semicircle rib provides a better thermal performance by 5% at the
flow conditions investigated than the square rib.
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Nomenclature

AR 5 aspect ratio of the channel,AR5W/H
CFL 5 Courant-Friedrichs-Lewy number

Dh 5 hydraulic diameter of the channel
e 5 rib height
f 5 friction factor, f 5 2(dp/dx)Dh /rUb

2/2
f i 5 momentum forcing
H 5 channel height
h 5 heat transfer coefficient
k 5 thermal conductivity or turbulent kinetic en-

ergy,k5 1/2 (ū821 v̄821w̄82)
m 5 mass source/sink

Nu 5 Nusselt number, Nu5hDh /k
Nut 5 Nusselt number averaged over the channel wall

between the ribs
p 5 rib to rib pitch or pressure

Pr 5 Prandtl number, Pr5n/a
Q 5 total heat transfer rate
q9 5 heat flux
qj 5 subgrid-scale heat flux,qj5Tuj2T̄ūj
Re 5 bulk Reynolds number, Re5UbDh /n

s 5 coordinate along the solid surface
T 5 temperature

Tb 5 bulk temperature
Dt 5 computational time step
Ub 5 bulk velocity

u, v, w 5 streamwise, wall-normal, and spanwise veloc-
ity components

W 5 channel width in the spanwise direction
x, y, z 5 Cartesian coordinates in the streamwise, wall-

normal and spanwise directions (5x1 ,x2 ,x3)
Dx, Dy, Dz 5 grid spacings inx, y, z directions

Greek Symbols

F 5 heat source/sink
u 5 non-dimensional temperature,u5(T2Tb)/(Tw2Tb)

t i j 5 subgrid-scale stress,t i j 5uiuj2ūi ū j
j 5 coordinate fitted with the rib surface

Subscripts

0 5 value of a fully developed turbulent flow in a smooth
pipe

b 5 bulk
rms 5 root-mean-square value

w 5 wall

Superscipt

— 5 time-averaged value or grid-filtered value
8 5 fluctuations
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Cooling the Tip of a Turbine Blade
Using Pressure Side Holes—Part
I: Adiabatic Effectiveness
Measurements
Durability of turbine blade tips has been and continues to be challenging, particularly
since increasing turbine inlet temperatures is the driver for improving turbine engine
performance. As a result, cooling methods along the blade tip are crucial. Film-cooling is
one typically used cooling method whereby coolant is supplied through holes placed
along the pressure side of a blade. The subject of this paper is to evaluate the adiabatic
effectiveness levels that occur on the blade tip through blowing coolant from holes placed
near the tip of a blade along the pressure side. A range of blowing ratios was studied
whereby coolant was injected from holes placed along the pressure side tip of a large-
scale blade model. Also present were dirt purge holes on the blade tip, which is part of a
commonly used blade design to expel any large particles present in the coolant stream.
Experiments were conducted in a linear cascade with a scaled-up turbine blade whereby
the Reynolds number of the engine was matched. This paper, which is Part 1 of a two part
series, compares adiabatic effectiveness levels measured along a blade tip, while Part 2
combines measured heat transfer coefficients with the adiabatic effectiveness levels to
assess the overall cooling benefit of pressure side blowing near a blade tip. The results
show much better cooling can be achieved for a small tip gap compared with a large tip
gap with different flow phenomena occurring for each tip gap setting.
@DOI: 10.1115/1.1812320#

Introduction

The performance of a turbine engine is a strong function of the
maximum gas temperature at the rotor inlet. Because turbine air-
foils are exposed to hot gas exiting the combustion chambers, the
materials and cooling methods are of critical importance. Turbine
blade designers concentrate heavily on finding better cooling
schemes to increase the overall operational life of all turbine air-
foils, namely the high pressure turbine blades. The clearance be-
tween the blade tip and the associated shroud, also known as the
blade outer air seal, provides a flow path across the tip that leads
to aerodynamic losses and high heat transfer rates along the blade
tip. The flow within this clearance gap is driven by a pressure
differential between the pressure and suction side of the blade, but
is also affected by the viscous forces as the fluid comes into con-
tact with the walls of the gap.

The goal of the work presented in this paper is to assess a
cooling hole arrangement whereby holes are placed near the tip of
a blade along the pressure side. Note that holes are also located on
the tip, which are dirt purge holes that are required to expel dirt
from the coolant stream. Comparisons of performance were made
for a range of coolant flows at two different tip gap settings. The
comparisons made in this paper~Part I! have been made through
measurements of the adiabatic effectiveness along the turbine
blade tip. A companion paper, Part II@1#, provides a full heat
transfer analysis including the overall benefit of film-cooling on
the tip.

Relevant Past Studies
One method for improving the thermal environment along the

blade tip is to inject coolant into the tip region. In a review paper
on tip heat transfer, Bunker@2# states that for a blade tip there has
been very little film-cooling research reported in the literature
even though film-cooling is widely used. Blowing from the tip has
been considered by Kim and Metzger@3#, Kim et al. @4#, Kwak
and Han@5,6#, Acharya et al.@7# and Hohlfeld et al.@8#.

Kim et al. @4# present a summary of the experimental work that
D. Metzger performed on tip blowing. In addition to concluding
that there is only a weak effect of the relative motion between a
simulated blade and shroud on tip heat transfer coefficient, they
stated that there is a strong dependency of adiabatic effectiveness
on the shape of the hole and injection locations. Note that a more
recent study by Srinivasan and Goldstein@9#, who used an actual
airfoil, also indicated a negligible effect of the relative motion
between the tip and shroud on tip heat transfer coefficients with
the exception being near the leading edge region. Four hole con-
figurations were discussed by Kim et al.@4# that included the
following: discrete slots located along the blade tip, round holes
located along the blade tip, angled slots positioned along the pres-
sure side, and round holes located within the cavity of a squealer
tip. The studies reported by Kim et al. were performed in a chan-
nel that simulated a tip gap, whereby no blade with its associated
flow field was simulated. In comparing the discrete slots to the
holes, their data indicated a substantial increase in adiabatic effec-
tiveness using the discrete slots for all blowing ratios tested. In-
jection from the pressure side holes provided cooling levels of
similar magnitude to the holes placed on the tip. Kim et al. also
reported that an increase in coolant mass flow for the discrete slots
and pressure side flared holes generally yielded improved cooling
to a given mass flux ratio beyond which increased coolant yielded
decreased cooling effectiveness.

Kwak and Han@5,6# reported measurements for varying tip
gaps with cooling holes placed along the pressure surface at a 30°
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breakout angle and on the tip surface at a 90 deg angle for a flat
and a squealer tip geometry. They found a substantial improve-
ment in effectiveness with the addition of a squealer tip. The
coolant circulated within the squealer tip providing a better distri-
bution of the coolant along much of the tip compared with no
squealer cases. Only along parts of the suction side was the adia-
batic effectiveness poor. They found that for the flat tip, good
cooling was provided to the trailing edge resulting from the accu-
mulation of coolant that exited in this area. Their results also
indicated that more coolant resulted in improved effectiveness.

One of the recent computational studies by Ameri@10# indi-
cated that a sharp edge along the pressure side~with no blowing!
was more effective in reducing the tip leakage flow relative to an
rounded edge. Predictions for varying tip gap sizes by Acharya
et al. @8# indicated that film-cooling injection lowered the local
pressure ratio and altered the nature of the leakage vortex. High
film-adiabatic effectiveness and low heat transfer coefficients
were predicted along the coolant trajectory with the lateral spread-
ing of the coolant jets being quite small for all cases. With an
increased tip gap the coolant was able to provide better down-
stream effectiveness through increased mixing. For the smallest
tip gap, the coolant was shown to impinge directly on the surface
of the shroud leading to high film effectiveness at the impinge-
ment point. As the gap size increased, their predictions indicated
that the coolant jets were unable to penetrate to the shroud. Com-
putational results by Hohlfeld et al.@8# indicated that as the blow-
ing ratio is increased for a large tip gap, the tip cooling increased
only slightly while the cooling to the shroud increased
significantly.

In summary, there are only a limited number of studies that
have addressed blowing in the tip gap region. None of these stud-
ies compared effectiveness levels for different blowing ratios from
cooling holes placed along the pressure side of an actual blade
geometry.

Description of Cooling Hole Configuration
Figure 1 is a schematic showing the approximate cooling hole

placement along the pressure side of the turbine blade. For pro-
prietary reasons the exact hole locations and orientations are not
given. This geometry had a dirt purge cavity that was recessed
two small gap heights (2h) and 0.67 large gap heights (0.67H)
from the tip surface. Within this cavity were two dirt purge holes,
which have been described in detail by Hohlfeld et al.@8#. In
addition to the dirt purge holes, the tip geometry had 15 pressure
side holes placed close to the tip surface. The four film-cooling
holes just downstream of the stagnation were slightly expanded in
the axial direction and had a metering hole diameter of 0.56D,
whereD is the diameter of the dirt purge holes, and the remainder
of the holes had no expansion with a metering hole diameter of
0.4D. There was also a slot at the trailing edge called the trailing
edge flag~TEF!. Table 1 further summarizes the hole geometry in
this study.

To ensure good control on the blowing ratios through the holes,
which will be further discussed in the next section, a dividing wall
was placed within the blade cavity to allow for two different sup-
plies inside the blade. The tip model had the separating wall
placed after the second cooling hole downstream of the stagnation
location. These two different supply cavities are also illustrated in
Fig. 1. Each cavity was supplied by a separate coolant flow source
such that independent control of the coolant flow rates could be
achieved. The placement of the supply cavities was based on best
matching to the local blowing ratios of the engine.

Outlines of the holes were made from stereo lithography~SLA!
to allow for a good replication of the hole geometry. Because the
SLA material does not have a sufficiently low thermal conductiv-
ity, the models were designed to have foam molded around the
holes and supply chambers. After the SLA model of the hole
outlines were made, the SLA model was placed inside a mold of
the blade geometry. A polyurethane foam compound, with a ther-
mal conductivity of 0.04 W/m2 K, was poured in the blade mold
and then allowed to expand and harden. The combined SLA holes
and foam blade were then removed from the mold, attached as the
tip to an SLA blade, and then placed in the wind tunnel for testing.
The molded tip model extended 28% of the blade span. Pictures of
the combined SLA hole model and foam blade for the holes are
shown in Fig. 2.

Experimental Facilities
The experimental facility for this work consisted of a large-

scale, low-speed, closed-loop wind tunnel providing an inlet ve-
locity to the test section of 12 m/s to match engine Reynolds
number conditions for a 123 blade model. The blade geometry
and flow conditions are summarized in Table 2 with a diagram of
the wind tunnel and test section shown in Figs. 3~a! and 3~b!.
Starting at the fan, flow passed through a primary heat exchanger
to obtain a uniform temperature profile before being divided into
three passages. The main passage, located in the center, has a
heater that was used to achieve hot mainstream gas, while flow to
the two auxiliary passages was used to supply a single row of high
momentum jets used to generate a high turbulence level to the
cascade. The inlet turbulence level, measured one chord upstream,
was 10% and the length scale was 11 cm. Flow entered the test
section, consisting of the blade model as shown in Fig. 3~b!. An
independent compressed air supply provided the coolant flow to
the two cavities, which was ultimately injected through cooling
holes placed in the blade tip.

Fig. 1 Schematic showing the approximate hole placement for
the tip model

Fig. 2 Photo of SLA Õfoam model for the dirt purge and cooling
holes

Table 1 Description of hole model

Parameter

No. of cooling holes 15
Coolant flow area~dirt purge, cooling holes,

andTEF! ~cm2!
5.15

Hole metering area/Coolant flow area 0.51
Dirt purge flow area/Coolant flow area 0.33
TEF flow area/Coolant flow area 0.16
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The blade test section consisted of a two passage linear cascade
as shown in Fig. 3~b!. Velocity measurements were taken approxi-
mately one chord upstream at a number of pitch-wise locations to
verify a uniform incoming velocity field. Static pressure taps were
located near the mid-span of the central blade to compare the
pressure distribution around the blade to that of an inviscid CFD
prediction with periodic boundary conditions. Matching the pres-
sure distribution around the blade ensured equal flow distribution
between each of the respective flow passages, and ensured the
correct driving pressures across the tip gap. The nondimensional
pressure distributions for the central blade are shown in Fig. 4 for
representative large and small tip gap settings. Also shown on this
graph is the placement of the supply chambers separating the front
and back set of holes as well as the stagnation location (S/Smax
50). Negative values ofS/Smax are on the pressure side.

Because coolant was supplied to two independently controlled
plenums, which also included the supplies for the dirt purge holes
and TEF, a number of experiments were conducted to deduce a
discharge coefficient for each cooling component to ensure correct
cooling flows were ultimately set. The tip had four cooling com-
ponents:~i! front plenum film-cooling holes,~ii ! dirt purge holes,
~iii ! back plenum film-cooling holes, and~iv! TEF. The discharge
coefficients were found by isolating each component while the
other three components were sealed. By measuring the supply
chamber pressure, the calculated flow rate could be compared to
that of the measured flow rate using a venturi flow meter.

The measured discharge coefficients for the cooling holes are
shown in Fig. 5. The front and back holes of the tip model ap-
proached nominally the same value (Cd50.64), which is ex-
pected because the hole geometries were very similar. As a check
on the accuracy of using the previously described method for
setting the coolant flows, a comparison was made between the
total coolant flow to the entire tip measured using the venturi flow
meter and that calculated using the measured pressures combined
with the discharge coefficients. The coolant mass balance was
within 2.8% for all experimental cases.

Several parameters were considered when comparing the low
speed wind tunnel tests to that of an actual engine. A matrix of
tests was designed to assess the effects of the blowing ratio, mo-
mentum flux ratio, and tip gap setting. The flow split for each of
the cases is given in Table 3. For the blowing ratios given for the
holes, local values of the external velocity and mass flux through
the hole were used. To compute the local external velocity at each
hole exit, the predicted static pressure at the 95% span location of
the blade~also shown on Fig. 4! was used at each hole location.
The coolant velocity through the holes was based on the velocity
at the metering area of the hole. The local blowing ratios that were
tested are shown in Fig. 6. The density ratio of the jet to main-
stream used during testing was 1.08.

Fig. 3 Schematic of „a… wind tunnel facility and „b… test section
for the blade tips

Fig. 4 Predicted and measured static pressure distributions
for the large and small tip gap cases

Fig. 5 Discharge coefficients that were measured for the cool-
ing holes, dirt purge holes, and TEF

Table 2 Blade geometry and flow conditions

Parameter
Wind tunnel

settings

Scaling factor 123
Axial chord/True chord 0.66
Pitch/True chord 0.81
Span/True chord 1.03
Rein 2.13105

Inlet Angle,u 16.5 deg
Coolant to MainstreamDT ~°C! 25
Small tip gap/Span~%! 0.54
Large tip gap/Span~%! 1.63

272 Õ Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The four nominal total coolant flow rates were 0.47%, 0.58%,
0.68%, and 1.0%. These percentages are given relative to the
mainstream passage flow through the blades. In Fig. 6, the blow-
ing ratios are shown for the small tip gap. There was no difference
in the blowing ratios with gap height. Figure 7 provides the per-
centage difference between the CFD predicted and measured dis-
tribution of coolant for the 0.68% cooling flow case through each
of the film holes, the dirt purge holes, and TEF. Note that the
0.68% refers to the total coolant flow relative to the total blade
passage flow. There was good agreement between the individual
flow rates for each hole as predicted by CFD and calculated ex-
perimentally using the discharge coefficients and measured pres-
sures. The comparisons indicated that the largest difference was
0.45%, which occurred for the fourth cooling hole.

Experimental Methodology. Investigation of the hole geom-
etries required obtaining surface temperatures on the foam model,
representing the adiabatic surface temperatures along the tip.
Typical operating conditions consisted of a temperature differen-
tial between the coolant flow and hot mainstream by approxi-
mately 25°C. The mainstream and coolant supply chamber tem-
peratures were measured during the experiments with type E
thermocouples. The coolant temperatures were measured inside
the two plenums. Each test required the wind tunnel and tip mod-
els to reach a thermal equilibrium, which required approximately
4 h. Temperatures and flows were monitored during this time to
ensure equilibrium conditions. The tip gaps were set by raising or
lowering the blade using a threaded rod to the gap setting. This
technique required the use of a precisely machined plate placed
under the tip to ensure the correct gap.

The tip surface temperatures were obtained using an Inframet-
rics P20 infrared~IR! camera. The images were processed with
Thermacam Researcher 2002® and an in-house MATLAB code.
As shown by the boxes in Fig. 3~b!, four IR images were acquired

through the zinc selenide windows placed in the shroud surface to
cover the entire blade, which transmitted the radiation. Each im-
age covered an area that was 21.3 cm by 16 cm and contained 320
by 240 pixels. The camera was located approximately 55 cm from
the tip and resulted in a spatial resolution of 0.63 mm. For every
test, each of the four images was taken five times and the aver-
aged radiation values were used.

The calibration process for the camera required direct compari-
sons of measured surface temperatures, using thermocouple strips
placed on the tip surface, with the infrared radiation collected by
the camera. Thermocouple strips were used to ensure accurate
surface temperatures were measured. These strips were placed on
the blade tip using a thermally conducting bonding agent. After
the experiments were completed, the infrared image was pro-
cessed whereby the emissivity and background temperature of the
infrared pixels nearby the surface thermocouple were adjusted to
ensure agreement between the measured temperatures. Each of the
four images was processed in a similar manner whereby six ther-
mocouples were ultimately used to ensure all four images were
accurately calibrated. An emissivity of 0.83 was used for all the
images while the background temperatures were adjusted to en-
sure a calibrated image. This process resulted in an agreement
between all of the thermocouples and infrared temperatures to
within 1.0°C, thereby giving a difference in effectiveness ofh of
60.04.

Overall uncertainties were calculated for nondimensional adia-
batic effectiveness levels~h! according to the partial derivative
method described in Moffat@11#. The total uncertainty of all mea-
surements was calculated as the root of the sum of the squares of
the precision uncertainty and the bias uncertainty. The precision
uncertainty for measurements made with the infrared camera was
determined through an analysis of five calibrated images taken in
succession on one portion of the tip at constant conditions. The
precision uncertainty was calculated to be 0.31°C, which is the
standard deviation of the five readings based on a 95% confidence
interval. The camera manufacturer reported the bias uncertainty as
2.0% of the full scale. The largest scale used in this study was
20°C though some images could be captured on a 10°C range. The
thermocouples measuring the free-stream and coolant tempera-
tures were reported by the manufacturer to read within60.2°C.
The total uncertainty in effectiveness was found to be]h560.046
at h51 and]h560.046 ath50.2.

Computational Methodology. To better understand the ef-
fects of these hole shapes, computational fluid dynamics~CFD!
simulations were also performed. A commercially available CFD

Fig. 6 Local mass flux ratios for each of cooling holes placed
on the pressure side of the blade

Fig. 7 Percent difference between computational and experi-
mental flow rates at 0.68% coolant flow

Table 3 Matrix of experiments

Gap.
setting

Total coolant
flow

~% passage!

Flow split
plenums

1/2
~% coolant!

Small, Large 0.47 58/42
Small, Large 0.58 59/41
Small, Large 0.68 59/41
Small, Large 1.0 51/49

Small
no dirt purge flow

0.07 100/0
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code, Fluent 6.0@12#, was used to perform all simulations. Fluent
is a pressure-based flow solver that can be used with structured or
unstructured grids. An unstructured grid was used for the study
presented in this paper. Solutions were obtained by numerically
solving the Navier–Stokes and energy equation through a control
volume technique. All geometric construction and meshing were
performed with GAMBIT. To ensure a high quality mesh, the flow
passage was divided into multiple volumes, which allowed for
more control during meshing. The tip gap region was of primary
concern and was composed entirely of hexahedral cells with an
aspect ratio smaller than three.

Computations were performed on a single turbine blade ex-
posed to periodic conditions along all boundaries in the pitch di-
rection. Inlet conditions to the model were set as a uniform inlet
velocity at approximately one chord upstream of the blade. An
inlet mass flow boundary condition was imposed for the coolant at
the plenum entrance for the cooling holes. The mesh contained
approximately 20 grid points across the hole exit. Mainstream
flow angles were set to those of the experiments as well as the
scaled values for the engine while the turbulence levels and mix-
ing length were set to 1% and 0.1 m, respectively. Computations
were also performed with an inlet turbulence level of 10%, but no
noticeable differences were predicted between the 1% and 10%
inlet turbulence cases. All other experimental conditions were
matched in the simulations including the temperature levels and
flow rates.

To allow for reasonable computational times, all computations
were performed using the RNG k-« turbulence model with non-
equilibrium wall functions whereby the near-wall region was re-
solved toy1 values ranging between 30 and 60. Mesh insensitiv-
ity was confirmed through several grid adaptions based on viscous
wall values, velocity gradients, and temperature gradients. Typical
mesh sizes were composed of 1.8 million cells with 50% of the
cells in and around the tip gap region. After adapting from a mesh
of 1.73106 to 2.23106, the pitchwise-averaged effectiveness pre-
dictions on the tip were found to vary by onlydh560.007 at a
level of h50.40. Typical computations required 1200 iterations
for convergence.

Experimental Results for a Range of Blowing Ratios
Contour plots of local adiabatic effectiveness levels are given in

this section to show the cooling trends for the two tip gaps for a
range of cooling flow conditions. Adiabatic effectiveness levels of
one note that the local wall temperature is at the coolant tempera-
ture while levels of zero refer to the hot gas temperature. To
quantify the differences, data have been compared along various
lines across the tip. These comparisons were made along different
trajectory lines of the cooling jets~lines 1 and 2! and between the
cooling jets~line 3! near the middle of the blade tip. Lines 1 and
2, referred to as line data, have been identified as locations having
maximum effectiveness levels while line 3 is between two jet
trajectories in the mid-chord region. A third comparison was made
along the blade camber line as shown in the illustration of Fig. 8.

Comparisons for the Small Tip Gap. Figure 9 shows the
measured adiabatic effectiveness levels along the blade tip for the
small tip gap. Note that the exit of one hole location in the mid-
chord region is indicated by a black dot along the pressure side.
For proprietary reasons not all hole locations are disclosed. As
will be discussed later in this text, the location of the cooling hole
and the maximum effectiveness levels are not collocated. Al-
though the results are only shown for one cooling hole, this result
is representative of all cooling holes. For all cases shown in Fig.
9, the entire leading edge region is nearly completely cooled by
the dirt purge holes. This leading edge area shows essentially no
change as this entire region is saturated by coolant.

As the blowing ratio is increased for the small tip gap, Fig. 9
shows that there is relatively little increase in effectiveness or in
coolant spreading. The effectiveness levels indicate a streaky na-

ture, which is caused by the high momentum jets exiting the cool-
ing holes. As will be discussed later in the text, while the effec-
tiveness contours indicate little improvement in the global cooling
characteristics along the blade tip with increased coolant flow,
peak effectiveness levels along jet trajectories do increase with
increased coolant flow.

For the lowest coolant flow~0.47%! case, the effectiveness lev-
els at the trailing edge show that the trailing edge is actually
cooler at the lowest coolant flow. The higher effectiveness for the
lower coolant flow is because the momentum flux ratios of these
jets exiting the trailing edge holes are low, as indicated in Fig. 6
for the 0.47% cooling flow case, resulting in a cooler gap flow
along the tip of the blade. This phenomena can be better under-
stood by comparing the hole exit location to the jet trajectory. The
upstream cooling hole jets are being swept downstream of the
hole exit before entering the tip region. The reason for this is
twofold: first, the cooling jets have a high enough momentum to
overcome the driving pressure across the tip gap and, second, the
jet injection angle forces the jets to follow the pressure side of the
blade.

Computations were performed for the small tip gap for a total
coolant flow of 0.58% to verify these flow patterns. Path lines
exiting the holes are given in Fig. 10. In the mid-chord region, jets
appear to be swept downstream before being carried over the tip.
The predictions also indicate several jet trajectories where the
coolant remains along the pressure side of the blade for most of
the blade before entering into the downstream gap region. The
holes in the leading edge have the highest blowing ratio, relative

Fig. 8 Location and description of line data taken along blade
tip

Fig. 9 Measured adiabatic effectiveness levels on the tip for
the small tip gap
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to the rest of the blade, so the prediction of jets following the
blade pressure side rather than entering into the tip gap is
expected.

Camber line comparisons for the small tip gap are shown in
Fig. 11. Note that the distancex is shown as the abscissa of the
graph illustrated in Fig. 8. For the same total coolant flow rate, the
dirt purge flow dominates tox/C50.3– 0.4. Forx/C.0.6, the
effectiveness levels show relatively similar levels for both coolant
flows with peaks and valleys ranging between 0.5 and 0.3. It is
also interesting to note that the peak effectiveness levels for the
two coolant flow conditions do not coincide. The peak for the 1%
coolant flow occurs downstream of that for the 0.58% coolant
flow. This is consistent with the jets having the higher blowing
ratios being swept further downstream before entering the tip gap.

Comparisons for the Large Tip Gap. For the large tip gap
results, shown in Fig. 12, the effectiveness levels are much lower
than for the small tip gap~Fig. 9!. The largest difference relative
to coolant flow rates is near the dirt purge holes with better effec-
tiveness levels at higher coolant flow levels. In particular, the
largest improvement occurs for the 1% coolant flow condition
with nearly perfect cooling of the entire leading edge.

In the mid-chord region, however, the results indicate a worse
performance, as shown in Fig. 12, as the coolant flow is increased
from of 0.47% to 1%. The reason for the worse performance at
high blowing ratios is because the high momentum cooling jets
are impinging upon the shroud and are not effective in cooling the
blade tip, but are most likely effective in cooling the outer shroud.
As the coolant levels are increased, the jet penetration above the
blade tip severely reduces the cooling capabilities of the jet along

the tip. The hole locations given on these contour plots show the
same results as seen with the small tip gap in that the peak effec-
tiveness levels are located downstream of the injection location.

The camber line data for the large tip gap, shown in Fig. 13,
indicate no cooling benefit beyondx/C50.4 as the coolant is
increased from 0.58% to 1%. In fact, the average appears to be
similar for the two blowing cases with the exception that the
0.58% case has higher peaks and valleys than the 1% case. Simi-
lar to that of the small tip gap, the peaks in effectiveness are
located further downstream for the 1% case relative to the 0.58%
case.

Comparisons of Individual Holes. Figures 14~a!–~c! show
line data of the effectiveness levels at blowing ratios of 0.58% and
1.0%. Note that the distance along the tip~L! was normalized with
the maximum distance along the tip (Lmax). Recall lines 1 and 2
are pathlines along the maximum effectiveness levels while line 3
is mid-way between pathlines of maximum effectiveness levels.

For each of the three positions shown in Figs. 14~a!–~c!, the
adiabatic effectiveness always increases with coolant flows for the
small tip gap. These results indicate that the cooling potential is
higher with higher coolant flows for the small tip gap. Even
though the momentum flux ratios of the jets increase for increased
coolant flow levels, the tip gap is small enough that coolant is
forced to also be present along the blade tip.

Fig. 10 Predicted path lines for the 0.58% coolant flow at the
small tip gap

Fig. 11 Data taken along the camber line for the small tip gap
at two blowing ratios

Fig. 12 Measured adiabatic effectiveness levels for the large
tip gap

Fig. 13 Data taken along the camber line for the large tip gap
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For the large tip gap, however, the same trend is not true as
shown by Figs. 14~a!–~c!. There are actually some segments of
the blade where the effectiveness is higher with a lower blowing
ratio, especially near the pressure side (L/Lmax,0.2). The reason
for this is because at the lower blowing ratios the coolant remains
more attached to the blade tip. At higher blowing ratios, the cool-
ant becomes separated from the blade tip and instead cools the
outer shroud. Figure 14~c! shows data taken between two coolant
trajectories. There is essentially no difference with increased
blowing for the large tip gap, but a slight increase for the small tip
gap because coolant fills the small gap region.

Area-averaged film effectiveness results were calculated using
two different areas to make overall conclusions about the testing
performed, as shown in Figs. 15~a! and 15~b!. Figure 15~a! shows
area-averaged effectiveness values for the entire tip while Fig.
15~b! shows area-averaged effectiveness values for the down-
stream 70% of the blade tip to better illustrate the performance of

the cooling holes alone~without the effect of the dirt purge holes!.
Figure 15~a! indicates a relatively constant increase in area-
averaged effectiveness with coolant flow increase for the large tip
gap, but little increase in effectiveness for the small tip gap. The
reason for this is because of the increase in effectiveness occur-
ring near the dirt purge holes for the large tip gap. Recall that for
the small tip gap, the coolant nearly saturated the leading edge
region for all blowing ratios considered. Figure 15~a! also shows
the overall trend that higher effectiveness levels occur for the
smaller tip gap relative to the large tip gap.

Since much of the blade is dominated by dirt purge cooling, a
better comparison on the effects of blowing from the pressure side
holes can be made by considering the downstream 70% of the
blade, as shown in Fig. 15~b!. While the small tip gap shows a
slight decrease with an increase in coolant flow for the first two
conditions, beyond that there is an increase in effectiveness with
increased coolant flow. For the large tip gap, the area averages
indicate a slight decrease with increased coolant flow, which is
then followed by only a slight increase in area-averaged effective-
ness with values for the 0.47% and 1% coolant flows being at
nearly the same level.

Leading Edge Blowing With no Dirt Purge Blowing. Be-
cause the dirt purge blowing overwhelms a large portion of the
leading edge region, an additional test was conducted whereby
coolant from only the film-cooling holes was exhausted in the
leading edge~no dirt purge blowing!. This case is also relevant
from an engine operational standpoint whereby the dirt purge
holes may be closed due to rubbing on the shroud. The coolant
flow for this case was set to be the coolant exhaust that resulted
for the 0.68% case subtracting out the dirt purge, tip flag, and back
supply chamber cooling. This resulted in a total coolant flow of

Fig. 14 „a…–„c… Line data for the different cases

Fig. 15 Area-averages for „a… the entire blade tip and „b… the
downstream 70% of blade
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0.07% being injected from the first two holes. Figure 16 shows the
measured results of this test for a small tip gap. Note that while
the dirt purge holes were not flowing, the cavity was still present.
The results for this test indicate that the coolant is being brought
into the dirt purge cavity and then mixed with hot mainstream
fluid before exiting at a much higher temperature. The hole loca-
tions indicate that in the leading edge region, without dirt purge
blowing, the coolant is swept significantly further downstream of
their respective hole exits.

Conclusions
The conclusions reached from these tests indicate that the per-

formance of cooling holes placed along the pressure side tip was
better for a small tip gap than for a large tip gap. Disregarding the
area cooled by the dirt purge holes, for a small tip gap the cooling
holes provided relatively good coverage. For all of the cases con-
sidered, the cooling pattern was quite streaky in nature, indicating
very little spreading of the jets.

As the blowing ratio was increased for the small tip gap, there
was an increase in the local effectiveness levels resulting in higher
maxima and minima of effectiveness along the middle of the
blade. The small tip gap results also indicated that the coolant was
swept further downstream of the hole along the pressure side of
the blade prior to entering the tip gap for higher coolant flows,
particularly those holes in the leading edge region. In fact, com-
putational predictions and measured effectiveness levels for the
low coolant flows indicated that the jets exited into the pressure
side passage following the pressure side of the blade until the
trailing edge of the blade at which point the coolant entered the tip
gap. Although the local momentum flux ratio of the jets increased
with increased coolant flow, the coolant still appeared to cool the
blade tip, which was different from that of the large tip gap.

For the large tip gap, the data indicated that the adiabatic effec-
tiveness levels decreased, or remained relatively constant, as the
coolant flow was increased. As the coolant flow was increased the
jets most likely impacted and cooled the outer shroud of the large
tip gap rather than the blade tip. The distance between the blade
tip and outer shroud were far enough apart that there was little
cooling benefit to the blade. These results indicate the importance
not only from an aerodynamic loss standpoint but also a thermal
standpoint of keeping the tip gap small.

Acknowledgments
The authors gratefully acknowledge United Technologies–Pratt

and Whitney for their support of this work.

Nomenclature

C 5 true chord of blade
Cd 5 discharge coefficient,Cd5ṁ/(rAA(2/r)(P0,c2pe)
Cp 5 pressure coefficient,Cp5(p2pin)/(rUin

2 /2)
D 5 dirt purge hole diameter

Dh 5 hydraulic diameter, set as twice the gap height
h, H 5 small and large gap distances

L 5 distance along the path line across the tip
M 5 mass flux ratio

Po , p 5 total and static pressures
Rein 5 Reynolds number defined as Rein5CUin /n

S 5 distance along blade pressure side from stagnation
T 5 temperature
U 5 measured air velocity
x 5 distance along the blade chord

Greek

D 5 denotes a differential
h 5 adiabatic effectiveness,h5(Tin2Taw)/(Tin2Tc)
r 5 density
n 5 kinematic viscosity

Subscripts

aw 5 adiabatic wall
b 5 blade
c 5 coolant conditions

dyn 5 dynamic
in, e 5 value at 1C upstream of blade, exit
max 5 denotes maximum value

References
@1# Christophel, J., Thole, K. A., and Cunha, F., 2005, ‘‘Cooling the Tip of a

Turbine Blade Using Pressure Side Holes—Part II: Heat Transfer Measure-
ments,’’ ASME J. Turbomach.127, pp. 278–286.

@2# Bunker, R. S., 2000, ‘‘A Review of Turbine Blade Tip Heat Transfer,’’ Turbine
2000 Symposium on Heat Transfer in Gas Turbine Systems, Cesme, Turkey.

@3# Kim, Y. W., and Metzger, D. E., 1995, ‘‘Heat Transfer and Effectiveness on
Film Cooled Turbine Blade Tip Models,’’ ASME J. Turbomach.,117, pp. 12–
21.

@4# Kim, Y. W., Downs, J. P., Soechting, F. O., Abdel-Messeh, W., Steuber, G., and
Tanrikut, S., 1995, ‘‘A Summary of the Cooled Turbine Blade Tip Heat Trans-
fer and Film Effectiveness Investigations Performed by Dr. D. E. Metzger,’’
ASME J. Turbomach.,117, pp. 1–11.

@5# Kwak, J. S., and Han, J. C., 2002, ‘‘Heat Transfer Coefficient and Film-
Cooling Effectiveness on a Gas Turbine Blade Tip,’’ GT2002-30194.

@6# Kwak, J. S., and Han, J. C., 2002, ‘‘Heat Transfer Coefficient and Film-
Cooling Effectiveness on the Squealer Tip of a Gas Turbine Blade,’’ GT2002-
30555.

@7# Acharya, S., Yang, H., Ekkad, S. V., Prakash, C., and Bunker, R., 2002, ‘‘Nu-
merical Simulation of Film Cooling Holes on the Tip of a Gas Turbine Blade,’’
GT-2002-30553.

@8# Hohlfeld, E. M., Christophel, J. R., Couch, E. L., and Thole, K. A., 2003,
‘‘Predictions of Cooling From Dirt Purge Holes Along the Tip of a Turbine
Blade,’’ GT2003-38251.

@9# Srinivasan, V., and Goldstein, R. J., 2003, ‘‘Effect of Endwall Motion on Blade
Tip Heat Transfer,’’ ASME J. Turbomach.,125, pp. 267–273.

@10# Ameri, A. A., 2001, ‘‘Heat Transfer and Flow on the Blade Tip of a Gas
Turbine Equipped With a Mean-Camberline Strip,’’ 2001-GT-0156.

@11# Moffat, R. J., 1988, ‘‘Describing the Uncertainties in Experimental Results,’’
Exp. Therm. Fluid Sci.,1, pp. 3–17.

@12# Fluent Inc., Fluent User’s Guide, Version 6.0, 2002~Fluent Inc., New Hamp-
shire!.
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Cooling the Tip of a Turbine Blade
Using Pressure Side Holes—Part
II: Heat Transfer Measurements
The clearance gap between a turbine blade tip and its associated shroud allows leakage
flow across the tip from the pressure side to the suction side of the blade. Understanding
how this leakage flow affects heat transfer is critical in extending the durability of a blade
tip, which is subjected to effects of oxidation and erosion. This paper is the second of a
two-part series that discusses the augmentation of tip heat transfer coefficients as a result
of blowing from film-cooling holes placed along the pressure side of a blade and from dirt
purge holes placed on the tip. For the experimental investigation, three scaled-up blades
were used to form a two-passage, linear cascade in a low-speed wind tunnel. The rig was
designed to simulate different tip gap sizes and film-coolant flow rates. Heat transfer
coefficients were quantified by using a constant heat flux surface placed along the blade
tip. Results indicate that increased film-coolant injection leads to increased augmentation
levels of tip heat transfer coefficients, particularly at the entrance region to the gap.
Despite increased heat transfer coefficients, an overall net heat flux reduction to the blade
tip results from pressure-side cooling because of the increased adiabatic effectiveness
levels. The area-averaged results of the net heat flux reduction for the tip indicate that
there is (i) little dependence on coolant flows and (ii) more cooling benefit for a small tip
gap relative to that of a large tip gap.@DOI: 10.1115/1.1811096#

Introduction
Technical advancements in the gas turbine industry require

higher turbine rotor inlet temperatures to allow for more efficient
operation and engine performance. Inlet temperatures to the rotor
are, however, the limiting design criteria because these tempera-
tures, in turn, decrease component life for the same material and
cooling technology. Gas turbine airfoils are typically cooled using
both convective and film cooling. Film cooling is a method
whereby cooler compressor fluid is injected through film holes in
the blade surface. This type of protection is important for a turbine
blade tip where the heat transfer coefficients can be over two
times greater than those on the pressure side of the blade@1#. As
such, film-cooling holes can be placed on the pressure side of a
turbine blade near the tip region. Because of the pressure-driven
flow over the tip, the coolant from these holes sweeps over the tip
through the gap clearance thereby providing coolant along the
blade tip.

The purpose of this study was twofold. The first part examined
the heat transfer on a flat blade tip without cooling to verify fun-
damental trends. The second part examined the heat transfer co-
efficients for two different tip gap settings and a range of coolant
flows for blowing through combined pressure-side and dirt purge
holes. The results from this study were combined with adiabatic
effectiveness results from Part I@2# to evaluate the overall benefit
of the tip cooling.

Past Relevant Studies
As early as 1982, Mayle and Metzger@3# showed that the tip

leakage flow is composed primarily of mainstream passage fluid.
Other researchers showed a separation bubble formation along the
tip pressure side, which was confirmed by Morphis and Bindon
@4#. Bindon@5# went on to show that this separation bubble domi-

nates the gap flow characteristics and associated pressure losses.
In his recent review of turbine blade tip heat transfer, Bunker@6#
noted that this separation bubble causes a heat transfer enhance-
ment factor of two to three times above that occurring at the tip
camber line of an airfoil.

In an effort to reduce the tip leakage flow, many studies have
been performed on blade tips with a squealer geometry. This ge-
ometry has been shown to significantly reduce the blade tip heat
transfer; however, the trends seen on a flat tip are much different
from a tip with a squealer cavity. Bunker et al.@7#, using a re-
cessed shroud, showed the first experimental heat transfer results
on a flat blade tip. His research showed there to be a small area of
low heat transfer located near the thickest part of the blade. This
low region has been confirmed by many authors, including Kwak
and Han@1# and Jin and Goldstein@8#. Kwak and Han@1# also
noted that the area of low heat transfer tends to be smaller and
pushed downstream at increased gaps.

Azad et al.@9#, Teng et al.@10#, Kwak and Han@11#, and Jin
and Goldstein@8# have all shown that the blade tip heat transfer
increases with increasing tip gap height. This increase can be ex-
plained by the fact that larger gap heights reduce the path length
to hydraulic diameter ratio (L/Dh), thereby causing more of the
tip surface to be affected by the entry region effects for larger gap
heights. For a flat tip with no blowing, Jin and Goldstein@8#
showed that the average heat transfer increases along the blade
toward the trailing edge. This increase was confirmed by Saxena
et al.@12# who showed that the heat transfer along the blade cam-
ber line increased toward the trailing edge. One of the recent
computational studies by Ameri@13# indicated that a sharp edge
along the pressure side~with no blowing! was more effective in
reducing the tip leakage flow relative to a rounded edge.

There have been relatively few studies with blowing over a
blade tip surface. Kim and Metzger@14# and Kim et al.@15# mea-
sured the heat transfer coefficients along a channel representing a
blade tip with various film-cooling injection geometries. They
showed that injection always led to increases in heat transfer over
no injection over most of their surface simulating a blade tip~ex-
cept their round hole injection, which showed no change!. Kwak
and Han@11# used an airfoil shape with both tip and pressure-side
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injection. Their results indicated a decrease in heat transfer coef-
ficients with increased blowing between the pressure-side edge
and camber line.

Generally, tip heat transfer studies without injection have all
shown that increasing the tip gap increases heat transfer. Also,
regions of low heat transfer are expected near the thickest portions
of the blade. When coolant injection is introduced, however, the
results are still unclear. This study will assess the effects of blow-
ing ratio and tip gap height on tip heat transfer when blowing is
present near the pressure-side tip combined with dirt purge holes.

Experimental Facility and Instrumentation
The experiments in this study were performed in a large-scale,

low-speed, closed-loop wind-tunnel facility that provided
matched-engine Reynolds number conditions, as described in Part
1 @2#. The test section was attached downstream of a contraction
section that used a row of high-momentum normal jets to provide
a turbulence level of 10% and length scale of 11 cm at the blade
entrance. The linear cascade test section, shown in Fig. 1, con-
sisted of an instrumented center blade and two outer blades with
tailboards. The tailboards and the bleed gates allowed for flow
control around the center blade, insuring flow periodicity. Static
pressure measurements were taken at the blade midspan to ensure
flow periodicity.

Coolant flow used for the tip-blowing experiments was supplied
by an in-house compressor and was controlled by using a series of
valves before exiting through the blade tip cooling holes. The
overall coolant flow rate was known by measuring the pressure
drop across a venturi nozzle. Discharge coefficients, which had
previously been measured, allowed for the estimation of flow rate
through each individual hole by way of pressure measurements
@2#. The total coolant flow could then be calculated by summing
each of the individual flows. This calculation for each hole was
summed and compared to the total coolant flow measured by the
venturi nozzle. In general, the two flows were within 2.8%. The
two tips that were tested, shown in Fig. 2, are referred to as the
baseline~Fig. 2~a!! and cooling hole~Figs. 2~b! and 2~c!! models.
Both blades had a dirt purge cavity that was recessed 2h~0.67H!
from the tip surface. The baseline geometry had no holes present
on the pressure side or within the dirt purge cavity and, therefore,
no film cooling. The cooling-hole model had tip holes placed on
the pressure-side surface of the blade in addition to two holes
within the dirt purge cavity, which have been described in detail
by Hohlfeld et al.@16#. The purpose of the dirt purge holes is to
allow for blade manufacturing and to expel dirt particles so as not
to plug smaller diameter film-cooling holes.

In addition to the dirt purge holes, the four film-cooling holes
just downstream of the stagnation were expanded in the axial
direction and had a metering hole diameter of 0.56 D whereas the
remainder of the holes had no expansion and a metering hole

diameter of 0.41 D. The tip model also contained a slot at the
trailing edge denoted as the trailing edge flag~TEF!.

Testing conditions and blade parameters are given in Table 1.
The smallh and largeH tip gap settings considered were 0.54%
and 1.63% of full blade span, respectively. All heat transfer coef-
ficient tests were conducted at a density ratio of one, such that the
coolant and mainstream temperatures were kept to within 0.15°C.
For the baseline geometry, experiments were conducted at both
the small and large tip gap settings with no blowing present. For
the cooling-hole geometry, experiments were conducted at both
tip gap settings and at overall coolant flow rates of 0.58% and 1%
of the total passage flow. The total passage flow was calculated
based on the inlet mainstream velocity, blade span, and pitch. The
local blowing ratios are reported in Part I@2#.

For making the heat transfer measurements, foil heaters were
used to supply a constant heat flux at the tip surface. Two separate
heaters were necessary that included one for the blade tip surface
and the other for the dirt purge cavity on the tip. The dirt purge
cavity was heated with one strip of Inconel that was 0.051 mm
thick and had a surface area of 17.3 cm2. The main heater covered
an area of 261.2 cm2 and consisted of a serpentine Inconel circuit.
The circuit, shown in Fig. 3, used Inconel sandwiched between
insulating Kapton and then covered with a very thin~0.013 mm!
layer of copper on both sides. Both heaters were attached to a
foam blade tip using double-sided tape that was 0.64 mm thick.
The nominal heat flux for both heaters was set to 3700 W/m2,
which provided a maximum temperature difference between the
mainstream and blade surface of 28°C. The two heaters were con-
trolled independently with a variac to within 0.67% of one an-

Fig. 1 Test section viewed from top showing adjustment ca-
pabilities and infrared windows

Fig. 2 Tip geometries tested: „a… the baseline geometry
„filled-in dirt purge holes … and „b),(c … approximate hole geom-
etry with the dirt purge holes

Table 1 Testing Conditions and Blade Parameters

Parameter
Wind tunnel

settings

Scaling Factor 123
Axial chord/true chord 0.66
Pitch/true chord 0.81
Span/true chord 1.03
Rein 2.13105

Inlet angle,u 16.5 deg
T`(°C) 21
Small tip gap/span~%! 0.54
Large tip gap/span~%! 1.63
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other during all tests. The current supplied to each heater was
known by placing a precision resistor (R51V60.1%) in each
circuit and measuring the voltage drop across each resistor with a
digital multimeter. The heater power was then determined from
the supplied current and known heater resistance.

Equation~1! was used when calculating the heat transfer results
to account for radiation losses,

h5~qtot9 2qr9!/~Tw2T`! (1)

In this equation,qtot9 represents the total heat flux output from the
resistive heaters andqr9 represents the energy lost to radiation.
Typically, radiation losses were less than 2% with the maximum
for all cases being 3.4%. Conduction losses were found to be
negligible because the heaters were placed on low-thermal-
conductivity foam.

The surface temperatures on the tip (Tw) were obtained using
an Inframetrics P20 infrared~IR! camera. The images were pro-
cessed with Thermacam Researcher 2002® and using an in-house
MATLAB code. Four IR images were acquired through the zinc
selenide windows placed in the shroud surface to cover the entire
blade, as shown in Fig. 1. Each image covered an area that was
21.3 cm by 16 cm and contained 320 by 240 pixels. The camera
was located approximately 55 cm from the tip, resulting in a spa-
tial resolution of 0.63 mm. For every test, each of the four images
was taken five times, and the average of these five images was
used.

Each image was calibrated using thermocouples placed under-
neath the heater. These thermocouples were held in place with a
highly thermal conductive adhesive (k51.6 W/mK). This ensured
that the thermocouple would read the surface temperature of the
heater. This surface temperature was calculated to be 2°C less than
the outer test copper surface forq953700 W/m2 due to the Kap-
ton thermal resistance. This temperature difference was accounted
for in the calibration process. The thermal resistance of the In-
conel heater in the dirt purge cavity was found to be negligible,
and no correction was needed for this area of the blade tip. The IR
images were calibrated to a total of six thermocouples by adjust-
ing the background temperature (Tb) and surface emissivity~«!.
The emissivity is a surface property, which was set to 0.93 for all
cases as a result of the heaters being painted with flat black paint.
During the calibration process, all IR images were matched to the
thermocouples to within 1.0°C. A check on the calibration process
is that the four individual images matched up well to form one
entire blade contour without any noticeable discontinuities in
measured values between images.

Overall uncertainties were calculated for high and low values of
heat transfer coefficients and Nusselt numbers according to the
partial derivative method described in Moffat@17#. The total un-
certainty of any measurement was calculated as the root of the

sum of the squares of the precision and bias uncertainties. Based
on a 95% confidence interval, the IR camera precision uncertainty
was calculated to be 0.06°C. The manufacturers reported bias un-
certainty is 2.0% full scale, where typical ranges were set to 20°C.
The thermocouples used to determine mainstream and coolant
temperatures had a reported bias uncertainty of60.2°C, and the
precision uncertainty was determined to be60.1°C from repeated
measurements. The total uncertainty in heat transfer measure-
ments was 6% at NuDh545 and 10.5% at NuDh555.7.

Tip Heat Transfer Coefficients
Previous studies have compared flow in a turbine blade tip gap

region to that of a fully developed channel flow correlation for
turbulent flow in a duct. The correlation that was used for com-
parison in our paper was developed by Gnielinski@18#. Gnielins-
ki’s correlation is given in Eq.~2! and has been reported in the
literature to provide accuracy to within 6% as reported by Kakac¸
et al. @19# for a large Reynolds number range (104,Re,106).

Nuf d5hDh /k50.0214~Re0.82100!Pr0.4 (2)

Mayle and Metzger@3# furthered this correlation for a tip gap by
adding an augmentation factor to account for the overwhelming
entry region effects of thin blade tips. This augmentation factor,
which was taken from Kays and Crawford@20#, allows blade de-
signers to relate overall blade tip heat transfer~for a given blade
thickness and tip gap! to an overall heat transfer expected in a
fully developed channel. Using data collected in this study, com-
parisons have been made to the data of Jin and Goldstein@8# and
Bunker et al.@7# that confirm this augmentation factor approach.
Although Mayle and Metzger@3# first noted the augmentation
factor, their data have not been included in this comparison
because only experiments performed on airfoil shapes were
considered.

Figure 4 shows Nusselt number values based on the hydraulic
diameter of the tip gap~2h or 2H! plotted as a function of the
blade Reynolds number based on the exit velocity and hydraulic
diameter. The Gnielinski correlation has been plotted for several
LT /Dh ratios as shown on the plot. Note thatLT represents the
maximum thickness of the blade. As known for the turbulent
channel flow, fully developed conditions generally occur for
L/Dh.20 @20#. There is fairly good agreement between experi-

Fig. 3 Main tip heat transfer surface showing „a… serpentine
passages and „b… detail of main tip heater as placed on the
blade surface

Fig. 4 Comparison of experimental data to a fully developed
correlation
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mental data and the appropriate correlations. It should be noted
that theLT /Dh ratios are based on the maximum blade thickness,
and the Nusselt numbers are the average values calculated for the
tip surface. Therefore, this ratio is not a perfect representation of a
blade profile, but works reasonably well for the area-averaged
values shown here.

Figure 5 shows the same experimental data points, plotted as a
ratio of the Nusselt number normalized by the fully developed
correlation. The solid line represents the augmentation factor
given by Kays and Crawford@20#. Most of the data points fall
close to the line, with the exception of two Jin and Goldstein
points: Re51.03104 and Re52.03104. These data points, how-
ever, are at low Reynolds numbers, which has been shown to
greatly affect the heat transfer. Mayle and Metzger@3# showed
that low Reynolds numbers can cause an increase of 20–30%
above of the expected augmentation factors used in Fig. 5. More
experiments should be performed to further verify this trend.

Baseline Results„No Blowing…. The baseline results with no
blowing are presented as contour plots of Nusselt number in Fig.
6. Note that the chord rather than hydraulic diameter was used for
these contour plots to illustrate the differences in the heat transfer
coefficients along the blade tip for both tip gaps. Results at both
gap heights show similar trends, however. The large tip gap shows

higher Nusselt numbers at the blade trailing edge relative to the
small tip gap. This increase in heat transfer at the larger tip gap
trailing edge is a result of the increased entry region effect relative
to the small tip gap. With smallerL/Dh values~for the large tip
gap!, the entry region is expected to have a greater effect, as
mentioned at the beginning of this section. For the large tip gap,
theL/Dh is as low as 1 across the trailing edge of the tip surface,
whereas for the small tip gap, theL/Dh is 3.5.

The area-averaged Nusselt numbers are given for each case to
quantify the increase in heat transfer with gap height. For these
cases, the Nusselt number at the large tip gap is 3.2 times that of
the small tip gap when based on the exit velocity and hydraulic
diameter. By using Reynolds number scaling, the large tip gap is
expected to have 2.4 times the heat transfer of the small tip gap.
This larger-than-expected increase results from the overwhelming
entry-region effect, which serves to greatly increase tip heat trans-
fer coefficients.

As shown in Fig. 6, there are regions of low heat transfer im-
mediately downstream of the dirt purge cavity for both tip gap
heights. This is near the thickest portion of the blade and repre-
sents the area of lowest heat transfer on the blade tip. This region
was first pointed out by Bunker@6# and has been confirmed by
other authors. Within the dirt purge cavity, there are high heat
transfer coefficients resulting from low velocity flow recirculation
in the cavity. Overall, the leading-edge region experiences rela-
tively low heat transfer outside of the dirt purge cavity in com-
parison to the trailing edge.

Also seen on these contour plots are regions of high heat trans-
fer coefficients along the pressure side that begin around the lead-
ing edge atS/Smax50.1 and extend until the trailing edge. These
regions of high heat transfer have been noted by Morphis and
Bindon @4#, Bindon @5#, and Teng et al.@10# to be the separation
region that forms along the pressure side due to mainstream and
leakage flow interaction. This region occurs within the entry re-
gion and is more dominant at the large tip gap than at the small tip
gap, and extends over a large region of the tip for the large tip gap.
To further study the effects of this entry region, line plots have
been made that compare Nusselt numbers at the pressure side of
the tip to those of the blade camber line in Fig. 7. Note that
Nusselt numbers displayed from this point forward in the paper
are given based on the hydraulic diameterDh . Shown in Fig. 7,
these line plots show similar trends at both tip gaps.

For the blade camber line data shown in Fig. 7, there are very
low values for both tip gaps immediately downstream of the dirt

Fig. 5 Comparison of experimental data to the proposed aug-
mentation factor

Fig. 6 Baseline Nusselt number contour plots for the „a… small
and „b… large tip gap

Fig. 7 Nusselt number line plots for the baseline
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purge cavity. Downstream of this area of low heat transfer, the
camber line data increase as the blade becomes thinner. The
pressure-side data begin to increase at aboutx/C50.15 as the
separation bubble begins to form. Nusselt numbers increase until
x/C50.4, where the maximum Nusselt numbers are reached for
both tip gaps. Downstream of this location, the pressure-side data
remain relatively constant with oscillating levels. These oscilla-
tions, seen especially at the large tip gap, suggest localized effects
in the separation bubble most likely due to the sensitivity of the
separation region to any imperfections at the corner of the blade
tip. This separation region was also computationally predicted by
Hohlfeld et al. @16#. At the very trailing edge of the blade, the
camber and pressure-side lines become equal for the same gap
height. This is because the tip is so thin that the entry region
dominates the entire tip passage. In general, the pressure side of
the blade tip experiences relatively high heat transfer and, as such,
justifies the idea of adding pressure-side film-cooling holes.

To compare the baseline results to the turbulent channel flow
correlation in Eq.~2!, data have been taken along various lines
across the tip. For each line to be compared to channel flow, the
local inviscid velocity was used to calculate the Reynolds number.
This velocity was found from the local pressure difference as
predicted at the 95% blade span. The Reynolds number based on
local velocity andDh are given in Table 2 along with theL/Dh at
each position. Line 0 is only of interest to the baseline cases
because, when blowing is present, this area is affected by the dirt
purge holes. Lines 1 and 2 were identified in Part 1 of this paper
@2# as the locations having the maximum effectiveness levels
while line 3 is between two jet trajectories. Figure 8 shows lines 0,
at S/Smax50.28 for the baseline cases~no blowing!. Note that for
this plot, Lmax is the maximum local blade thickness at each line
location, andL is the distance along that line. Figure 8 shows that
within the range of uncertainty, flow at both gap heights becomes
fully developed at line 0. At line 3, the measured heat transfer is
higher than the correlation. This is due toL/Dh!20 at the trailing
edge of the blade reflecting the influence of the entry region.

Film-Cooling Hole Results. The heat transfer measurements
on the blade tip with blowing from pressure-side holes were com-
pared to the baseline with no blowing. For this comparison, a
hf /h0 ratio greater than one means that there is increased heat
transfer with blowing, and a ratio less than one means that the
heat transfer is reduced when blowing is present. Two lines were
chosen to follow the peak effectiveness locations of separate film-
cooling holes~lines 1 and 2!, and a third line was chosen to follow
in between two film-cooling holes~line 3!.

Figures 9~a!–9~c! shows the comparison lines for the tip results
with blowing. Blowing causes severe increases in heat transfer up
to one hydraulic diameter into the large tip gap and up to five
hydraulic diameters along the small tip gap. While the enhance-
ment is not as pronounced for the remainder of the gap length,
there is still an effect of blowing ashf /h0 values are generally
above 1.

Based on the results shown in Figs. 9~a!–9~c! flow models can
be described for the pressure side blowing. For the large tip gap,
the flow separates from the blade pressure side and impinges uponFig. 8 Line plots at lines 0 and 3 for baseline cases

Table 2 Positions for Line Plots

Large tip gap Small tip gap

ReDh L/Dh ReDh L/Dh

Line 0 4.43 104 4.0 1.53 104 11.9
Line 1 4.73 104 4.0 1.63 104 12.1
Line 2 4.53 104 2.9 1.53 104 8.7
Line 3 4.43 104 2.7 1.53 104 8.1

Fig. 9 „a…–„c… Line plots for the cooling holes at positions 1, 2,
and 3
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the shroud. The separation region is enhanced by the high momen-
tum flow from the holes thereby causing high augmentations of
the heat transfer coefficients. For the small tip gap, the coolant jet
fills in the separated region.

Data taken along the camber line are shown in Figs. 10~a!–~b!
for the small and large tip gaps, respectively. Heat transfer aug-
mentation within the dirt purge cavity is very high. Immediately
after the dirt purge cavity between 0.2,x/C,0.3, the large tip
gap has a higherhf /h0 than the small tip gap. This is most likely
due to vortices that are created by the dirt purge holes in the case
of the large tip gap. Higher heat transfer augmentations occur on
the downstream side of the second dirt purge hole, which is where

the lowest heat transfer occurs for the baseline case. This combi-
nation results in high augmentation values at this location for the
large gap.

At the small tip gap~Fig. 10~a!! augmentations decrease to
below 1 aroundx/C50.2. Fromx/C50.3 to 1, the augmentations
show a continued increase along the blade tip at the small tip gap.
The increased heat transfer augmentation may likely be due to an
increase in the size of the separation region along the pressure
side of the tip. The results indicate that there is always an increase
in the heat transfer augmentation with increased blowing. Kim
et al. @15# showed that with a shaped hole, the heat transfer in-
creases as much as 13% with a 60% increase in coolant flow.
Results from this test show about an 8% increase in heat transfer
for a 75% increase in coolant flow. The lower augmentations may
be attributed to the compound injection angle and the cylindrical
hole shape of these tests as compared to Kim et al.

Fig. 10 Heat transfer augmentation at the camber line for the
„a… small and „b… large tip gaps

Fig. 11 Area-averaged heat transfer augmentation for the en-
tire blade tip

Fig. 12 Pressure side plots of NHFR for the small tip gap
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For the large tip gap~Fig. 10~b!!, the heat transfer ratio plot
shows increased heat transfer augmentation with increased blow-
ing. The area averages in Fig. 11 indicate the rise in the overall
heat transfer coefficients as a result of blowing. There appears to
be a larger difference between the small and large tip gaps at the
higher coolant flow conditions. Overall augmentations for the
small tip are larger than for the large tip gap at both blowing
ratios.

Net Heat Flux Reduction. Combining the heat transfer mea-
surements of this paper with the film effectiveness measurements
of Part I @2#, the overall cooling benefit is summarized in the net
heat flux reduction~NHFR!. Shown in Eq.~3!, NHFR is an estab-
lished method of evaluating the overall effect of a cooling scheme
on a surface@21#,

NHFR512hf /h0~12h•u! (3)

In this equation, all variables have been measured experimentally
except foru. A constant value of 1.6, which corresponds to a
cooling effectiveness of 62.5%~inverse of 1.6!, was used for this
paper and was based on the previous literature@21#. As this equa-
tion shows, when high heat transfer augmentation is not accom-
panied by high film cooling, the NHFR can become negative. A
negative NHFR means that the cooling scheme is actually causing
an increased heat load to the blade surface. Figure 12 shows two
examples of an increased heat load for the small tip gap at 0.58%
and for the large tip gap at 1% coolant flow. Line plots along the
pressure side of the tip forh, hf /h0 , and NHFR are shown. The
vertical lines show the locations where NHFR is slightly negative.
For the negative values relating to the small tip gap case, the
negative NHFR comes from localized low values inh along with
high heat transfer. These two locations are between film-cooling
holes where the cooling effectiveness is low~because the cooling
holes have relatively poor spreading! and heat transfer is high.

The NHFR values were calculated locally for each case and are
shown in Fig. 13. Also shown in Fig. 13 is a location for one of
the hole exits~black dot!. Not all of the hole exits are shown for
proprietary reasons. Generally the entire blade tip surface has
positive values. Also, the leading edge tends to have high NHFR
values resulting from the dirt purge blowing. There are noticeable
streaks along the blade that are aligned with the film-cooling tra-
jectories for the small tip gap.

To further study the NHFR along a cooling path, data were
taken along the path lines described in Table 2. These results are
shown in Fig. 14. Once again, lines 1 and 2 follow the direct path

of coolant over the tip, and line 3 lies in between two coolant
paths. Increased blowing levels result in increased NHFR values
at the small tip gap, but not always at the large tip gap. As has
been mentioned in Part 1, the lower coolant flow rates actually
allow the jet paths to remain attached to the blade for the large tip
gap. This is made evident at line 2. The 0.58% case starts off near
NHFR50.5 and quickly decreases as the low coolant flow is dif-
fused with the main gap flow. For the 1% case, however, there is
a constant NHFR;0.2 across the entire gap width. This agrees
with previous suggestions that the jets for the large tip gap sepa-
rate from the blade and attach to the shroud at higher blowing
rates. For line 3, which is in between two hole paths, similar
results are seen as on the hole paths, such that at the small tip gap,
increased blowing increases the NHFR, whereas at the large tip
gap, the opposite is true.

NHFR results taken at the camber line are shown in Fig. 15.
The results in Fig. 15~a! indicate much higher variation~meaning
minimum to maximum differences! between hole locations at the

Fig. 13 NHFR for all cases at 0.58% and 1% coolant flow

Fig. 14 „a…–„c… Individual line plots of NHFR at different loca-
tions along the blade tip
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lower blowing ratio than the higher blowing ratio. At the large tip
gap~Fig. 15~b!! similar trends are seen such that the lower blow-
ing ratio exhibits higher variation between holes than for the
higher blowing ratio. Also, increasing the tip gap tends to decrease
the NHFR, whereas increased blowing ratio has no noticeable
affect on the mean NHFR values.

Area-averaged results of the NHFR are shown in Fig. 16 using
both the entire blade tip area and the downstream 70% of the
blade tip area. Figure 16 shows increasing NHFR values with
increased blowing for the averages over the entire tip surface area.
Also, the small tip gap has significantly higher NHFR values than
the large tip gap. Because the dirt purge holes dominate the area-

averaged results, the NHFR was averaged over the downstream
70% portion of the blade to illustrate the effects blowing and tip
gap settings, as shown in Fig. 16. By discounting the dirt purge
flow, there is much less dependence on blowing ratio for these
results while there is a strong dependence of the tip gap.

Conclusions
Baseline cases with no blowing at two tip gaps have confirmed

that tip heat transfer increases with gap height. This increase can
be explained by considering the entry region effect being more
dominant for the larger gap distance. Also, a separation region
along the pressure side of the tip surface has been indicated by the
tip heat transfer measurements. The baseline results showed that
there is a small region of low heat transfer, which occurs near the
thickest portion of the blade, and tip heat transfer increases toward
the trailing edge.

When injecting coolant through pressure-side film-cooling
holes, tip heat transfer coefficients are increased above what oc-
curs with no blowing. Increases in the blowing ratio lead to in-
creases in heat transfer on the tip surface. Overall augmentations
for the small tip were measured to be larger than for the large tip
gap for both blowing ratios.

By evaluating the overall cooling benefit through a net heat flux
reduction, the results indicate an overall benefit to the tip by re-
leasing coolant from the pressure-side holes despite increases in
the local convective heat transfer coefficients. The area-averaged
results for the entire tip indicate relatively little dependence on
coolant flow rates and indicate that there is a higher cooling ben-
efit for a small tip gap relative to that of a large tip gap. This
higher benefit results from higher adiabatic effectiveness levels.
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Nomenclature

C 5 true blade chord
D 5 dirt purge hole diameter

Dh 5 hydraulic diameter, always used as 2h or 2H
F 5 augmentation factor for fully developed correlation

h, H 5 small or large tip gap
hf 5 film heat transfer coefficient
h0 5 blade heat transfer coefficient with no blowing
k 5 thermal conductivity
L 5 local thickness of blade

Lmax 5 max local thickness of blade
LT 5 max thickness of blade overall

NHFR 5 net heat flux reduction, see Eq.~4!
NuDh 5 Nusselt based on hydraulic diameter,h(Dh)/k
Nuf d 5 Nusselt, fully developed based on hydraulic diameter,

h(Dh)/k
Nu0,C 5 Nusselt based on chord,h(C)/k

Nu0,Dh 5 Nusselt based on hydraulic diameter,h(Dh)/k
Pr 5 Prandtl number

qtot9 5 heat flux supplied to tip surface heater
qr9 5 heat flux loss due to radiation
R 5 resistance inV.

Rein 5 Reynolds based on inlet velocity,UinC/n
ReDh 5 Reynolds based on local velocity,U local(Dh)/n

Reex,Dh 5 Reynolds based on exit velocity,Uex(Dh)/n
S 5 distance from leading edge

Smax 5 distance from leading to trailing edge
Tw 5 blade wall temperature
T` 5 freestream temperature
Tb 5 background temperature of radiation surface
Tc 5 coolant temperature

U local 5 local velocity on tip gap
Uex 5 exit velocity ~at blade trailing edge!

Fig. 15 NHFR levels for camber lines for „a… small and „b…
large tip gap settings

Fig. 16 Area-averaged NHFR for full blade tip and for the
downstream 70% of tip
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Uin 5 inlet velocity ~1 chord upstream!
x 5 distance along blade chord

Greek

h 5 film-cooling effectiveness, (Taw2Tc)/(T`2Tc).
n 5 fluid dynamic viscosity
r 5 fluid density
« 5 emissivity of tip heater surface, always set to 0.93.
u 5 dimensionless temperature, (T`2Tc)/(T`2Tw)

Superscripts

v 5 area-averaged value
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Parametric Effects on Heat
Transfer of Impingement on
Dimpled Surface
Jet impingement on a dimpled surface is investigated experimentally for Reynolds num-
bers in the range 5000–11500, and jet-to-plate spacing from 1 to 12 jet-diameters. These
include spatially resolved local Nusselt numbers with impingement both on the dimpled
itself and on the flat portion between dimples. Two dimple geometries are considered:
hemispherical dimples and double or cusp elliptical dimples. All experiments were carried
under maximum crossflow that is the spent air exits along one way. At the narrow jet-to-
plate spacing such as H/Dj52, a vigorous recirculation occurred, which prevented the
dimpled plate to enhance heat transfer. The effect of impinging jet positions meant that
impinging onto dimples generated more and higher energetic vortices, and this led to
better heat transfer performance. Cusped elliptical dimples increase the heat transfer
compared to a flat plate less than the hemispherical geometry. The influence of dimple
depth was also considered, the shallower dimple, d/Dd50.15, improves significantly the
heat transfer by 64% compared to that of the flat surface impingement at H/Dj54; this
result was 38% higher than that for a deeper dimple of d/Dd50.25. The very significant
increase in average heat transfer makes dimple surface impingement a candidate for
cooling applications. Detailed pressure measurements will form a second part of this
paper, however, plenum pressure measurements are illustrated here as well as a surface
pressure measurement on both streamwise and spanwise directions.
@DOI: 10.1115/1.1791292#

Introduction
There have been a number of ideas of complementing jet im-

pingement with other techniques such as initial crossflow, film
cooling, ribs and turbulators. Attempts have been made to opti-
mize each method in order to obtain effective heat transfer with
low-pressure loss. In order to augment the heat transfer, the
boundary layer has to be thinned or be partially broken and
restarted.

Regarding the flow passed dimples as a turbulence generator a
number of studies have been published. Kesarev and Kozlov@1#
studied a flow past a single hemispherical dimple of 150 mm
diameter, and explained the phenomenon in terms of a ‘‘source’’
and a ‘‘sink.’’ The heat transfer was enhanced by 1.5 times com-
pared to a plane flat circle of the same printed diameter. Afa-
nasyev et al.@2# conducted an investigation on the effect of
staggered-dimple density; the greater the density of the dimples
on the streamline surface; the greater the deviation of the tempera-
ture profile was from the logarithmic law of wall. Moreover, the
heat transfer was increased by 30–40% without any significant
increase in friction factor. They suggested that the viscous sub-
layer thickness was slightly decreased due to the concavities of
the dimple. Moon et al.@3# studied the heat transfer levels in a
staggered-dimple passage using the narrow-band transient liquid
crystal method. They stated that the dimpled-passage enhanced
heat transfer up to 2.1 times relative to a smooth passage, while
the friction factor was twice that of the smooth passage. Mah-
mood et al.@4# examined the flow past a staggered array of hemi-
spherical dimples. They used the smoke-wire technique to visual-
ize the flow; vortex shedding occurred, and it enhanced heat
transfer by 1.85 to 2.89 times that of a flat plate.

Kataoka et al.@5# elucidated the mechanism of impingement on
a flat surface, which involved the development of large-scale ed-
dies at the end of the potential core with significant vortex pairing.
Turbulent surface renewal was caused by the impingement of
these energy containing eddies on the thermal boundary. Gau and
Chung@6# considered slot-jet impingement on a semi-cylindrical
concave surface, an increase in heat transfer relative to a flat sur-
face was found. In addition, the flow visualization by Cornaro
et al. @7# on the concave surface clarified vortex formations both
in the radial and axial direction, which were believed to be the
reasons of heat transfer improvement. However, at narrow jet-to-
plate spacing, a strong jet recirculation was produced.

The current research focuses on impingement heat transfer onto
a dimpled surface using the transient wide-band liquid-crystal
technique. The influence of Reynolds number, jet-to-plate spacing,
impinging jet positions, dimple geometry and depth are examined
as well as the technique of calculation of taking into account the
dimple areas. Moreover, the detailed heat-transfer inside the
dimple cavities is also presented. All overall average results are
compared with those of a flat plate impingement. Additionally,
plenum and surface pressure measurements are presented.

Experimental Procedure
Figure 1 illustrates a schematic of the experimental apparatus.

The measurement technique is based on a transient method;
heated air from a fan is passed through a 9-Watt heater, it then
flows into a large plenum chamber. The flow is initially by-passed
to enable the conditions to be set inside the chamber; a draw is
then used to expose the impingement plate to the heated flow. In
the working section, three sidewalls were installed in order to
constrain the flow in one direction at the exit and thus obtaining
the maximum crossflow scheme@8,9#. The target plate was of the
dimension 3203320325.4 mm, and hung beneath the nozzle
plate by four adjustable studs. Table 1 summarizes the different
configurations in nondimensional terms, as described below.

Two phases of experiments were carried out; the first phase
investigated an 8-by-8 array of 10-mm jets impinging on both
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hemispherical 20-mm diameter dimples and cusped-elliptical
dimples. A cusp-elliptical dimple had the same equivalent pro-
jected area as the hemispherical geometry. The pitch of the jets
and dimples was fixed at 4 diameters of the corresponding geom-
etry. The impinging positions were set to be~i! onto the dimples
~shown in Fig. 2 on the left-hand-sided pictures! and~ii ! onto flat
portions adjacent to dimples~the right-hand-sided pictures in Fig.
2!.

In the second phase, the geometrical parameters were designed
to be twice as big as those of the first phase: dimple diameter~40
mm!, jet diameter~20 mm! and dimple depth~10 mm!. The aim
was to examine the heat transfer inside the dimple cavities. Two
plates were manufactured with two dimple depths of 10 and 6
mm, which corresponded tod/Dd of 0.25 and 0.15, respectively.
Figure 2 displays the top views of the two hemispherical dimpled
plates. The areas inside the dimples were taken into account in the
analysis.

Note that the thickness of the target plates was designed under
the assumption of one-dimensional conduction and from the cor-
relation,z52Aat @10#.

Liquid crystals of the temperature range of 35 to 45°C were
coated on each Perspex target plate followed by black paint. A
3CCD camera was set up to take a picture from underneath with
an off-axis lighting installation. According to Camci et al.@11#
and Wang et al.@12#, the hue is sensitive to the local light inten-
sity and the illumination angle, hence all the set up was fixed and
calibration in-situ was achieved. The liquid crystal calibration of
the hue value against the temperature was carried out with a cal-
culated uncertainty within63%. The curve fitting and regression
analysis resulted in the fifth order polynomial temperature–hue
relationship as per Yuen and Martinez-Botas@13,14#. Each camera
image was transferred to a personal computer using a firewire
lead, which transferred data directly from the camera to the com-
puter without the usage of a frame grabber. Each experiment was
filmed with the noncompression mode in order to receive the data
as completely as possible.

Experiments were carried on at Re of 5000, 8000 and 11500.
The jet-to-plate spacing was varied at 2, 4, 8 and 12 jet diameters.
All tested parameters in this study are exhibited in Table 1. Note
that the crossflow was generated only by the spent air after im-
pinging on the target plate.

The transient method was applied throughout the research;
hence the well known solution to the 1D unsteady heat conduction

Fig. 1 Schematic of experimental apparatus

Table 1 Test parameters

Phase Dd /D j Re(31023) d/Dd H/D j Impinging onto

1 1.73 5, 8, 11.5 0.25 2, 4, 8, 12 Dimples,
Flat

2 2.0 5, 8, 11.5 0.15,
0.25

1, 2, 4, 6, 8 Dimples

Fig. 2 Dimple plate geometries. In „a… and „b… the black por-
tions indicate the projection of the jet hole on the plate, the left
hand figures are impingement on the dimple itself while the
right hand is impingement on the flat portion between dimples.
„c… shows a schematic diagram of the location of impingement
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equation was used,u512expb2 erfcb where u5 (Ts2Ti)/
(Tm2Ti) and b5 hAt/Arck . The bulk temperature was mea-
sured inside the plenum chamber.

The experimental uncertainty throughout this study was within
612.2% based on 95% confidence levels according to Moffat
@15#. The highest uncertainty that might happen was the sum of
uncertainties of: the temperature measured by the liquid crystals,
the initial and the bulk flow temperatures measured by thermo-
couples, the time frame measurement and the thermal product
(Arck) for the Perspex substrate. Thermocouples used in this
study had the uncertainty of60.5°C, which made the uncertain-
ties of initial and bulk flow temperatures become62.5 and61%,
respectively. The highest uncertainty of time was60.67%. Fi-
nally, the uncertainty of the thermal properties of the Perspex
substrate was typically65% @16#.

In addition to the heat transfer experiments, the pressure loss
experiments were carried out by tapping 7 mm holes from the
center of the test plate toward one end. In order to achieve the
pressure readings across the plate in both directions, the plate was
rotated. Three rows of static taps were drilled: through staggered
dimples~to the jet holes!, inline dimples and flat portions between
the staggered and inline rows.

Results and Discussions

Overall Average Heat Transfer of Flat Plate „Baseline….
Before showing the results of jet impingement on dimples a base-
line case on a flat surface was investigated at the same Reynolds
numbers. Figure 3 shows the results together with a comparison
with published results by Obot and Trabold@17# and Huber and
Viskata @18#. Results are presented in the dimensionless form of
Nusselt numbers; a good agreement is found. As expected, the
heat transfer was higher at the lower jet-to-plate spacing and
higher Reynolds number. All experiments were conducted with
the three sidewalls~Fig. 1!, hence the flow exits in one direction
only.

Influence of Reynolds Number. Figure 4 shows the stream-
wise average of Nud /Nu0 at different Reynolds numbers at
H/D j58; the spent air exit direction is from the right to the left
~see Fig. 1 for a coordinate system!. The highest performance of
the dimpled surface was at a Reynolds number of 11500 followed
by the 8000 and 5000 cases. In terms of averaged quantities, the
heat transfer at Re511500 was 51% higher than the flat surface,
see Fig. 5. For the lower jet-to-plate spacings such as 2 and 4
diameters, the Reynolds number affected the results less than the
larger spacings. AtH/D j of 2 for the lower Reynolds number of
5000 and 8000, there was no improvement in heat transfer of the
dimpled surface compared to that of the flat surface. However, an
8% increase was found at a higher Reynolds number of 11500.
For H/D j54, Fig. 5 shows the improvements around 20%. None-
theless, the Reynolds number was more significantly influenced at
higher jet-to-plate spacings of 8 and 12.

The fundamentals of the jet impingement on a flat surface are
well established. After jets impinge on a plate they form a cross-

Fig. 3 Overall averaged Nusselt numbers of jet impingement
on a flat surface, including results from the literature

Fig. 4 Normalized streamwise averaged Nusselt numbers at
an HÕDj of 8, hemispherical dimples impinging on dimples
„Phase 1, Table 1 …

Fig. 5 A comparison of normalized average Nusselt numbers
at various jet-to-plate spacings, hemispherical dimples

Journal of Turbomachinery APRIL 2005, Vol. 127 Õ 289

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



flow, commonly known as spent-flow. This crossflow deflects sub-
sequent jets from their intended target position, thus a decline in
the overall average heat transfer across the target plate occurs.
With the presence of dimples, the spent-flow separates in a higher
degree than that caused by post jet-impingement on a flat plate.
When the velocities at the jet exits were increased~i.e., higher
Re!, the velocity of the spent flow consequently increases, this
helped to relieve the heat transfer degradation that occurs due to
the jet-deflection mentioned earlier.

Effect of Jet-to-Plate Spacing. The jet-to-plate spacing
strongly affected the heat transfer results on both flat and dimpled
surfaces. AtH/D j52 and ReDj

511500, the dimpled surface im-
proved the heat transfer by 8%; while a significant improvement
was found at the larger spacings as shown in Fig. 5. The distance
from the nozzle plate to the bottom of a dimple was 4.5 jet diam-
eters, which might be the end of the potential core according to
Cornaro et al.@7# who presented flow visualization of a single jet
impinging onto a concave surface. They showed that at the end of
the potential core there was a strong radial oscillation of the stag-
nation point that accelerated the breakdown of the roll-up vortices
that struck the surface. This effect ruined the symmetry of the jet
making it dissimilar to impingement on a flat plate.

Jet impingement on a dimple plate can be thought as a coupled
effect of jet impingement itself and channel-flow caused by the
spent-air; the performance depends upon which one dominates.
The channel flow enhanced the performance of dimpled surfaces
as presented previously by the authors@8#. Three crossflow exit
schemes were compared in that work: freely exit~four-way!, two-
way exit and one-way exit~as used throughout the current study!.
A significant heat transfer improvement of dimples was shown in
the two- and one-way exits, but heat transfer reduction by 10 to
15% was found in the free-exit scheme.

Figure 6 displays the normalized streamwise averaged Nusselt
numbers of hemispherical (Dd517.32 mm or d/Dd50.25)
dimples at anH/D j of 4, 8 and 12 for Re58000~Phase 1 in Table
1!. The results indicated that atH/D j54 the dimpled surface
improved heat transfer less than atH/D j58 compared to that of
the flat plate at the same conditions, and its performance was
similar to that atH/D j512. On average~Fig. 7!, at H/D j58 the
dimples raised the heat transfer by 38% compared to the result of
the flat plate, 22% atH/D j54, and 21% atH/D j512. Notwith-
standing, with the presence of dimples of the heat transfer for
H/D j52 slightly decreased at a ReDj

of 5000 and 8000 when
compared to that of the flat surface, but 8% improvement was
found for ReDj

511500. At spacingsH/D j52 and 4 with ReDj

511500, the spacing was narrow enough to form a strong channel
flow to hasten the jets after impinging to impact the dimples, and

enhance the heat transfer was better than the flat surface at the
same condition. But in both these cases one would presume the
existence of a recirculation flow inside the dimple itself that
would prevent an effective use of the dimple as a heat transfer
enhancer; further work including a detailed flow investigation will
follow this paper including varying the relative curvature
(D j /Dd) and more results on varying dimple depths. At much
larger distances,H/D j512, the spacing was wider so that the
oncoming jets were losing their momentum, even though the jets
are likely to impinged below the end of the potential cores. At
H/D j58, the recirculation inside the dimple itself should be less
pronounced than at narrower spacings, and had higher momentum
than the larger spacing of 12; leading to the best overall perfor-
mance of all the spacings.

Effect of Impinging Jet Positions. The arrangement of jet
holes directly above the dimples exhibited higher heat transfer
augmentation than that when impingement occurred on the flat
portions, Fig. 8 forH/D j58. The same was found for the cusped
elliptical dimple, Fig. 9. Figure 10 illustrates the normalized over-
all average Nusselt numbers of both impinging positions for both
dimple geometries. The arrangement of the jet holes inline to the
dimples produced higher heat transfer than those inline to the flat
portions.

From the recorded video for Case 1~jet holes inline to
dimples!, the strong crossflow deflected the jets to impinge on the
downstream halves of the upstream rows of dimples and for the
downstream dimple rows on adjoining flat portions. These deflec-
tions caused the dimples to function more properly as turbulence
promoter as aforementioned in the effect of the crossflow scheme.
However, for Case 2~jet holes inline to flat portions!, the oncom-
ing jets were shifted to impinge onto the upstream rims of

Fig. 6 Normalized streamwise average Nusselt numbers of
hemispherical dimples at Re Ä8000 „Phase 1, Table 1 …. Note that
the crossflow direction is from right to left ….

Fig. 7 A comparison of normalized overall average Nusselt
numbers at various Reynolds numbers of hemispherical
dimples of 17.32 mm diameter

Fig. 8 Spanwise averaged Nusselt numbers of different im-
pinging jet positions on hemispherical dimpled plate HÕDjÄ8
and ReÄ11500 „Phase 1, Table 1 …
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dimples, which were located downstream of the corresponding flat
portions. The jets then lost momentum once impinged on the up-
stream rims of dimples, and this led to lower heat transfer im-
provement compared to Case 1, because the upstream edges could
be ‘‘sinks’’ which ejaculated the vortices from the upstream to-
ward the downstream dimples according to Kesarev and Kozlov
@1#.

Effect of Dimple Geometries. Recalling that both hemi-
spherical and cusped elliptical dimpled shapes having the same
wetted cross sectional area or equivalent diameter with the same
depth, Fig. 11 shows the comparison of the streamwise average
Nusselt numbers at anH/D j of 4 and 8. For anH/D j of 4, the
hemispherical dimples performed better than the cusped elliptical
dimples by 10.78% on average and 6.70% for anH/D j of 8 ~Fig.
12!. Considering the degradation caused by the strong crossflow,
for an H/D j of 4, the peaks of heat transfer results of the hemi-
spherical dimples were reduced by 0.68% based on the upstream
peak, the cusped elliptical dimples by 1.5% and the flat plate by
6.78%. The cusped elliptical dimple divided the oncoming jet into
two parts, and the recirculation occurred inside both dimples that
formed a cusped elliptical dimple. This double recirculation was
more severe than that inside a single hemispherical dimple. Con-
sequently, the two rolling-up recirculations disturbed the oncom-
ing jet. However, since the three sidewalls constrained the spent
air to form a channel flow, this might hasten the recirculation flow
to shed along the crossflow. At anH/D j of 8 both geometries
performed better than the other two spacings compared to the flat
plate. Further flow visualization is needed to complete this physi-
cal explanation. Nevertheless, in terms of economy, manufactur-
ing and performance, the hemispherical shape is more attractive
than the cusped elliptical shape.

Effect of Dimple Depth. Different dimple depths resulted in
different heat transfer augmentation. They clearly caused the dif-
ferent flow propagation from the dimples themselves. Figure 13
shows the schematic of a dimple plate used to investigate such an
effect. Note that the center dimple was staggered and the rest are
inline to the jet holes. The plots of local Nusselt numbers for both
depths in Figs. 14 and 15 show that the trends in each cross-
section for both streamwise and spanwise directions are identical,
however, the heat transfer results ofd/Dd50.15 are higher than
those ofd/Dd50.25. The lowest heat transfer was obtained inside
the staggered dimple in Fig. 15~a!.

Fig. 9 Spanwisewise averaged Nusselt numbers of different
impinging jet positions on a cusped elliptical dimpled plate at
HÕDjÄ8 and ReÄ11500. „Phase 1, Table 1 …

Fig. 10 Comparisons of overall averaged Nusselt numbers of
both impinging jet positions to those of the flat surface, maxi-
mum crossflow scheme „Figures courtesy of Kanokjaruvijit and
Martinez-Botas †9‡…. Note that Case 1 means jets impinging
onto dimples and Case 2 on flat portions

Fig. 11 Plots of streamwise normalized average Nusselt num-
bers of both dimpled plates compared to those of flat surface
„Phase 1, Table 1 …. „Figures courtesy of Kanokjaruvijit and
Martinez-Botas †8‡…

Fig. 12 Comparisons of overall averaged Nusselt numbers of
both dimple geometries to those of a flat surface at Re
Ä11500, Phase 1 in Table 1. „Figures courtesy of Kanokjaruvijit
and Martinez-Botas †8‡…
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Figure 16~c! shows the normalized average Nusselt numbers of
d/Dd of 0.15 and 0.25 against Reynolds numbers atH/D j52 and
4. The results at eachH/D j showed the different trend. AtH/D j
52, ReDj

58000 led to the worst improvement among three Rey-
nolds number, but the opposite result atH/D j54. At ReDj

58000 andH/D j52, d/Dd50.15 resulted in a 23% increase, but
d/Dd50.25, a slight reduction. However, the heat transfer was
discernibly enhanced atH/D j52 by d/Dd50.15 around 70% at
ReDj

511500; while d/Dd50.25 augmented 11%. At ReDj

55000, the deeper dimples caused no difference in the heat trans-
fer from that of the flat surface. Contradictorily, the shallow
dimples enhanced 41%. At Re58000 andH/D j54, both cases
indicated the highest improvement:d/Dd50.25 improved by 39%
and d/Dd50.15 by 64%, while at Re55000 the shallower
dimples conducted the highest improvement by 38% compared to
the results of the deeper ones.

The deeper dimples caused a higher degree of recirculation than
the shallow ones, who entrained the vortices on the wall down-
stream easier and faster, and this lessened the recirculation pen-
alty. Additionally, when coupled with impingement the shallower
dimples obtained the higher momentum from the oncoming jets
than the deeper ones. In accordance with Cornaro et al.@7# for an
impinging jet on a concave surface, the well-organized vortices
were formed atH/D j54, and the stagnation point oscillated ran-
domly in the radial direction. These happened with a lower Rey-
nolds number such as 6000. When the turbulence intensity was
increased, i.e., increasing Reynolds number to some level, the
well-formed vortices were broken down as well as the higher
degree of the vortex structures dissipating upstream towards the
oncoming jet. This might help explain in this study that when
increasing the Reynolds number to 11500, the disturbances from
the dissipation of the vortices were strong enough to form recir-
culation, and this caused it to have less heat transfer improvement
~compared to the result of the flat surface! than at ReDj

58000.
However, the channel flow-like crossflow moderated the strength
of the dissipation.

Nevertheless, atH/D j52 smaller vortices occurred from the
vortex breakdown on the wall with the recirculation, but high
momentum. The concavity of the dimples then caused these vor-
tices to roll up, depending on the depths of the dimples. Figure
16~a! displays significantly high heat transfer augmentation on
d/Dd50.15 at ReDj

511500. This was possibly due to the higher

jet velocity leading to the high velocity of the channel flow
formed by the crossflow, which assisted the dimples to function
more properly.

Close-up Inside Dimple Cavities. Looking at the detailed
heat transfer distribution, the lowest heat transfer occurred inside
the dimples. From the video images, for both dimple depths, the
maximum heat transfer occurred at the downstream edges of the
inline dimples~inline to jet holes!, followed by the downstream
flat portions, and the rest of the areas inside the dimples~Figs. 18
and 19!. However, the lowest heat transfer took place inside the
staggered dimples, and some distance further downstream from
them. This leads to the idea of heat transfer enhancement happen-
ing by three dimples ‘‘teaming up’’: two inline dimples~labeled 1
and 2 in Fig. 17! and 1 staggered dimple~labeled 3! situated
downstream between two inline ones. Once the oncoming jets
impinged onto the inline dimples, the channel flow formed by the
crossflow from upstream propelled the jet to move forward, and
the flow inside the dimples acted like a source@2# producing vor-
tices and shedding them in two directions toward the two adjacent

Fig. 13 Schematic of dimpled plate showing local locations
with cross-sectional lines: „a–a…, „b–b … and „c–c … represent the
centerline of the plate „passing the center dimple which is stag-
gered …, tangential line and centerline of inline dimples in the
streamwise direction, respectively, „a8– a8…, „b8– b8…, „c8– c8… in
the spanwise direction „Phase 2, Table 1 …. Note that the center
dimple is staggered and the rest are inline to the jet holes

Fig. 14 Comparisons of local streamwise Nusselt numbers at
different locations from the schematic in Fig. 13
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staggered dimples. The observation was analogous to the investi-
gation of Terekhov et al.@19# on the parallel flow across a single
dimple that the flow propagated, for instance, in 45 degree respect
to the direction of the mainstream. Friction factors and detailed
pressure distribution across the dimpled plates will be presented in
a following paper.

Effect of Taking Into Account Dimple Areas. As foregoing,
the experimental data from the hemispherical and cusped elliptical
dimples in Phase 1~Table 1! did not take the dimple areas into
account, but the analysis on the dimple imprinted diameter of 40
mm in Phase 2~Table 1! did. This was because the liquid crystal
slurry was accumulated at the bottom of the small dimples when
being sprayed. However, the heat conduction at the edges of the
dimples was also carefully considered. Figure 19 shows the com-

parison of Nusselt numbers of dimpled surfaces of the imprinted
diameter of 40 mm from three calculation methods for both values
of d/Dd : taking the whole area into account, excluding the
dimple areas and excluding the dimple edges. Excluding dimple
areas led to the reduction of the results by the order of 2 compared
to taking the whole area into account. When the edges were taken
out of consideration, the results illustrate no significant reduction.

Plenum Total Pressure. Figure 20 exhibits the total pressures
measured inside the plenum chamber for both dimple depths at the
tested ReDj

andH/D j ; the flat plate is included for a comparison.
At the same ReDj

, significant differences of the results of all three
plates were not found. AtH/D j>2, the total pressure was not a
function of H/D j or dimple depth. When the ReDj

was increased
from 5000 to 8000, the total pressure was doubled, and likewise
from 8000 to 15000. AtH/D j51, for both ReDj

58000 and 11500,
the deep dimples (d/Dd50.25) induced the highest total pressure
among the three plates; this could be due to a greater tendency to
form rolling-up vortices in the dimples.

Wall Static Pressure. The pressure distribution across a
dimpled plate ofd/Dd50.25 at H/D j54 ReDj

511500 for the
maximum crossflow scheme is illustrated in Fig. 21 in both
streamwise and spanwise directions. Note that for the streamwise
direction ~Fig. 21~a!!, the crossflow direction was from the right
leftward. On the locations along the rows of staggered dimples
and flat portions, the static pressures display no significant differ-
ence across the plate. The interest was drawn to the pressures
along the inline dimple row. The highest peaks represent the stag-
nation points of the impinging jets, which happened inside the

Fig. 15 Comparisons of local spanwise Nusselt numbers at
different locations from the schematic in Fig. 14

Fig. 16 Overall heat transfer results of different dimple depths
compared with those of the flat plate at HÕDjÄ2 and 4
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inline dimples. They were deflected towards the downstream
edges of dimples, and the level of the peaks decreased in the
downstream direction where the crossflow became stronger. For
the spanwise direction~see Fig. 21~b!!, the dimples near the side-
walls, where the stronger crossflow was expected, also had the
highest pressure, while the values were less near the center of the
plate. Therefore, the crossflow formed by the jets after impinging
helped to diminish the pressure by reducing the momentum of the
oncoming jets.

Conclusions

Experimental results of jet impingement on dimples with the
maximum crossflow scheme~one-way spent air exit! showed a
large heat transfer enhancement relative to a flat plate for most
cases studied.

At a high Reynolds number, the flow contained more energetic
eddies. With the presence of dimples, those eddies were broken
down into a smaller-scale, and these assisted enhancing the heat

Fig. 17 Contour plot of Nusselt numbers of a dimpled plate of 40 mm diam-
eter and 10 mm depth „d ÕDdÄ0.25… at ReÄ11500 „Phase 2, Table 1 …. Note that
white rings represent dimple positions

Fig. 18 Contour plot of Nusselt numbers of a dimpled plate of 40 mm diameter
and 6 mm depth „d ÕDdÄ0.15… at ReÄ11500 „Phase 2, Table 1 …
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transfer, as illustrated by Re511500 andH/D j58 where the heat
transfer was improved by 50% on average compared to that of the
flat plate.

Jet-to-plate spacing had a significant impact on the heat transfer
of the dimple impingement. The narrow spacing could cause the
recirculation which diminished the heat transfer. Concurrently, at
wide spacings a lesser enhancement was measured. However, the
later results on the shallower dimples show significant improve-
ment on heat transfer for the narrow spacing as explained in the
following paragraph.

The arrangement of the jet holes inline to the dimples per-
formed better than inline to the flat portions. From the video im-
ages, when the jet holes were set inline to the flat portions, the
strong crossflow deflected the oncoming jets to impinge on the
upstream halves of dimples where a cold region or sink could
happen. In addition, the dimples could lessen the momentum of
the flow instead of promoting turbulence.

Hemispherical and cusped elliptical dimpled shapes were de-
signed having the same wetted area. Nonetheless, the cusp could
divide the oncoming jet into two parts, which formed stronger
recirculation than the hemispherical dimple, and this caused the
heat transfer reduction.

The depth of the dimples significantly influenced the heat trans-
fer. The shallower dimples (d/Dd50.15) enhances higher heat

transfer than the deeper ones (d/Dd50.25) plausibly because the
vortices formed inside the dimples could be shed more easily than
the deeper dimples. Moreover, the rolling-up of recirculation for
the shallow dimples could occur more difficult.

Observing closely inside the dimples from the films, for both
dimple depths the heat transfer augmentation occurred similarly
with the highest near the downstream edges of inline dimples. The
heat transfer inside a staggered dimple was developed by the two
adjacent upstream inline dimples shedding vortices into it.

The plenum total pressure was not affected for jet-to-plate spac-
ings greater than two jet diameters or for the two dimple depth. As
expected the main influence on total pressure was due to the Rey-
nolds number. The total pressures of both dimpled plates were not
significantly different from those of the flat plate.

The surface static pressure measurements showed that the pres-
ence of crossflow assisted lowering the pressure loss on the
dimpled plate. This was because the strong crossflow helped re-
ducing the momentum of the oncoming jets toward the dimples.
More experiments on static pressure measurements will be carried
out in our following paper.

Nomenclature

At 5 total projected area of jet holes
c 5 thermal capacity of Perspex
d 5 dimple depth

dP 5 pressure difference from atmospheric pressure
Dd 5 dimple diameter
D j 5 jet hole diameter
h 5 heat transfer coefficient
H 5 distance measured from nozzle plate to target plate
k 5 thermal conductivity of Perspex

ṁ 5 mass flow rate
Nud 5 Nusselt number of dimpled surface
Nu0 5 Nusselt number of flat surface
Re 5 Reynolds number based on a single jet,VDj /n

whereV5 ṁ/r jAj
t 5 elapsed time

Ti 5 initial temperature of target plate before impingement
began

Tm 5 bulk fluid temperature

Fig. 19 Effect of the calculation method of taking into account
areas of dimples and dimple edges, HÕDjÄ4

Fig. 20 Plenum pressure measurements compared to those of
the flat surface at various HÕDj values „Phase 1, Table 1 …, ReDj
Ä11500, Maximum crossflow scheme

Fig. 21 Surface pressure distribution across the dimpled
plate, HÕDjÄ4, ReDj

Ä11500, d ÕDdÄ0.25, Maximum crossflow
scheme
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V 5 jet velocity
X 5 streamwise distance of target plate
Y 5 spanwise distance of target plate
z 5 heat penetration depth in substrate
a 5 thermal diffusivity of Perspex
n 5 dynamic viscosity of air
r 5 density of Perspex

r j 5 density of air
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Adiabatic Effectiveness
Measurements of Endwall
Film-Cooling for a First-Stage
Vane
In gas turbine development, the direction has been toward higher turbine inlet tempera-
tures to increase the work output and thermal efficiency. This extreme environment can
significantly impact component life. One means of preventing component burnout in the
turbine is to effectively use film-cooling whereby coolant is extracted from the compressor
and injected through component surfaces. One such surface is the endwall of the first-
stage nozzle guide vane. This paper presents measurements of two endwall film-cooling
hole patterns combined with cooling from a flush slot that simulates leakage flow between
the combustor and turbine sections. Adiabatic effectiveness measurements showed the slot
flow adequately cooled portions of the endwall. Measurements also showed two very
difficult regions to cool, including the leading edge and pressure side-endwall junction. As
the momentum flux ratios were increased for the film-cooling jets in the stagnation region,
the coolant was shown to impact the vane and wash down onto the endwall surface. Along
the pressure side of the vane in the upstream portion of the passage, the jets were shown
to separate from the surface rather than penetrate to the pressure surface. In the down-
stream portion of the passage, the jets along the pressure side of the vane were shown to
impact the vane thereby eliminating any uncooled regions at the junction. The measure-
ments were also combined with computations to show the importance of considering the
trajectory of the flow in the near-wall region, which can be highly influenced by slot
leakage flows.@DOI: 10.1115/1.1811099#

Introduction
Combustion turbine engines have become an integral part of

our daily lives through propelling aircraft, tanks, and large naval
ships and providing peaking power on the electrical grid. The
technology of the turbine engine needs to continue to grow to
provide more power at a higher efficiency in today’s more envi-
ronmentally conscious, yet energy-thirsty, world. The power out-
put and efficiency of a turbine engine depend on the fluid tem-
perature entering the turbine, with engine development moving
toward increasing turbine temperatures.

As turbine inlet temperatures continue to rise the metallurgical
limits of the machine have been pushed and frequently exceeded.
One method of combating the overheating problem is the use of
film-cooling holes whereby cooler air is extracted from the com-
pressor, bypasses the combustor, and is injected through discrete
holes in the vane and endwall surfaces. Film-cooling hole place-
ment, particularly in the endwall region, has traditionally been
based on designer experience. In addition to film cooling, most
turbines have a slot at the combustor-turbine interface where
cooler gases leak through. If designed properly, this leakage flow
could be relied on as a source of coolant. It is also important to
recognize the importance of overall aerodynamic penalties for
endwall cooling.

The goal of this research was twofold. The first goal was to
compare two different film-cooling hole patterns, which were
based on different design philosophies. The second goal was to
determine how the leakage slot flow at the combustor-turbine in-
terface could be used to cool the turbine platform and also how

this slot flow might affect the downstream film cooling. One re-
gion in particular that was assessed from a cooling standpoint was
the leading-edge region of the vane whereby a range of coolant
injection levels were evaluated.

Summary of Past Literature
There have been a number of studies documenting endwall film

cooling and a number of studies documenting cooling from the
leakage gap at the turbine-combustor junction. As will also be
discussed in this summary, there has been only one study pre-
sented in the literature that has combined endwall film cooling
with coolant leakage from an upstream slot.

Detailed endwall film-cooling results have been conducted by
Friedrichs et al.@1–3#. The results of their first study@1#, which
were all surface measurements or visualization, indicated a strong
influence of the secondary flows on the film cooling and an influ-
ence of the film cooling on the secondary flows. Their data
showed that the angle at which the coolant leaves the hole did not
dictate the coolant trajectory, except near the hole exit. Further-
more, the endwall cross flow was altered so that it was turned
toward the inviscid streamlines, which was due to the film-cooling
injection.

There have been a few studies that have measured endwall heat
transfer as a result of injection from a two-dimensional~2D! flush
slot just upstream of the vane. Blair@4# measured adiabatic effec-
tiveness levels and heat transfer coefficients for a range of blow-
ing ratios through a flush slot placed just upstream of the leading
edges of his single-passage channel. One of the key findings was
that the endwall adiabatic effectiveness distributions showed ex-
treme variations across the vane gap with much of the coolant
being swept across the endwall toward the suction-side corner.
Granser and Schulenberg@5# reported similar adiabatic effective-
ness results in that higher values occurred near the suction side of
the vane. Based on their measurements, Roy et al.@6#, however,
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indicated that the coolant migrated toward the pressure side of the
vane. Their measurements indicated reduced values of local heat
transfer coefficients at the leading edge when slot cooling was
present relative to no slot cooling.

A series of experiments have been reported for various injection
schemes upstream of a nozzle guide vane with a contoured end-
wall by Burd and Simon@7#, Burd et al.@8#, and Oke et al.@9,10#.
In these studies@7–9#, coolant was injected from an interrupted
flush slot that was inclined at 45 deg just upstream of their vane.
Similar to others, they found that most of the slot coolant was
directed toward the suction side at low-slot flow conditions. As
they increased the percentage of slot flow to 3.2% of the exit flow,
their measurements indicated better coverage occurred between
the airfoils.

Colban et al.@11,12# reported flow-field and endwall effective-
ness contours for a backward-facing slot with several different
coolant exit conditions. Their results indicated the presence of a
tertiary vortex that developed in the vane passage due to a peaked
total pressure profile in the near-wall region. For all of the condi-
tions simulated, the effectiveness contours indicated the coolant
from the slot was swept toward the suction surface. While this
study was completed for the same vane geometry as that reported
in this paper, the slot geometry has been altered to be flush with
the endwall surface.

Zhang and Moon@13# tested a two row film-cooling configura-
tion upstream of a contoured endwall. Upstream of these two rows
of film-cooling holes was placed either a flush wall or a backward
facing step. In making direct comparisons between these two con-
figurations, measured effectiveness levels were reduced consider-
ably in the case of the backward-facing step configuration. They
attributed these reduced effectiveness levels to the increased sec-
ondary flows that were present.

The only two studies to have combined an upstream slot with
film-cooling holes in the passage of the vane were those of Kost
and Nicklas@14# and Nicklas@15# and a CFD study previously
reported by Knost and Thole@16# as those on this paper. One of
the most interesting results from the Kost and Nicklas@14# and
Nicklas @15# studies was that they found for the slot flow alone,
which was 1.3% of the passage mass flow, the horseshoe vortex
became more intense. This increase in intensity resulted in the slot
coolant being moved off of the endwall surface and heat transfer
coefficients that were over three times that measured for no-slot
flow injection. They attributed the strengthening of the horseshoe
vortex to the fact that for the no-slot injection, the boundary layer
was already separated with fluid being turned away from the end-
wall at the injection location. Given that the slot had a normal
component of velocity, injection at this location promoted the
separation and enhanced the vortex. Their adiabatic effectiveness
measurements indicated higher values near the suction side of the
vane due to the slot-coolant migration.

The CFD study results presented by Knost and Thole@16#, for
the same geometry and coolant flow conditions as presented in
this paper, indicated the presence of a warm ring on the endwall
around the vane where no coolant was present despite the com-
bined slot cooling and film cooling. Based on this computational
study and lack of experimental data in the literature for a realistic
hole pattern combined with an upstream slot representing the
combustor-turbine interface, there was a need to verify the cooling
problems associated with the endwall of a turbine platform.

Design of Endwall Cooling Schemes
Two realistic cooling hole patterns for the platform of the vane

were developed based on industry input, as shown in Fig. 1. Also
shown in this figure are iso-velocity contours, hole injection di-
rections, and for pattern 2, the location of a gutter. A gutter, which
is the joint between the two mating platforms, has the potential of
having coolant leakage, but was not simulated in our studies. The
airfoil geometry used in the current study is a commercial first-

stage vane previously described by Radomsky and Thole@17#.
The vane is two-dimensional with the midspan modeled along the
entire span.

Table 1 provides a summary of parameters relevant to both
cooling-scheme designs. Both cooling hole patterns included a
two-dimensional flush slot located 0.31Ca upstream of the vane
stagnation, representing the combustor-turbine interface. The slot
injected at an angle of 45 deg with respect to the endwall and had
a slot length~flow-path length! to width ~cross-sectional width! of
1.8.

Downstream of the slot, two different endwall cooling hole pat-
terns were placed. All film-cooling holes injected at a 30 deg
angle with respect to the endwall surface. The primary difference

Fig. 1 The two film-cooling patterns that were simulated in
this study with iso–velocity contours „UÕUinlet … and injection di-
rection for the cooling holes

Table 1 Summary of Cooling Hole and Slot Geometry

Feature 93 Scale

Rein 2.33105

Cooling hole diameter~cm! 0.46
Cooling Hole L/D 8.3
Hole injection angle 30 deg
P/D for leading edge holes 4/3
P/D for passage holes 3
Slot width ~cm! 1.48
Slot length to width 1.8
Upstream slot location of vane 20.35Ca
Slot injection angle 45 deg
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between the two endwall cooling configurations in the leading-
edge region was the absence of holes for pattern 2 where there
would be a gutter between the two platforms. Inside the passage
there are distinct differences between the two cooling hole pat-
terns. Harasgama and Burton@18# suggested that locating film-
cooling holes along iso-mach lines would ensure a uniform blow-
ing rate and momentum flux helping to prevent jet liftoff. Hole
pattern 1 was designed such that the cooling holes were located
along straight lines approximating the iso-velocity contours. Iso-
velocity contours were chosen because experiments will be con-
ducted in a low-speed facility with little variation in Mach num-
ber. Alternatively, hole pattern 2 was designed such that the holes
nearest to the pressure side of the vane lie on the same iso-
velocity contours that were used in hole pattern 1, but with the
difference being the row of holes was placed along axial lines
rather than iso-velocity contours. There was a continuation of the
gap left in the rows of holes where the previously mentioned
gutterwould reside. While the hole pattern on the iso-velocity
lines ~pattern 1! provide a uniform blowing ratio given the same
supply pressure, the axial hole pattern~pattern 2! is more likely to
be cheaper to manufacture.

One of the additional differences between the two cooling hole
patterns is that there were 14 more cooling holes for the cooling
hole pattern 1 as compared with pattern 2, which was dictated by
the designs given by industry~pattern 2 has 78% of the hole area
of pattern 1!. As a result of this disparity in the number of cooling
holes, the coolant flow distribution is different for each of the hole
patterns.

Experimental Methodology
Adiabatic endwall temperatures were measured for a range of

experimental conditions using a scaled up vane, film-cooling
holes, and slot geometries to allow for good measurement resolu-
tion. The experiments for this study were performed in a low-
speed, closed-loop wind-tunnel facility, shown in Fig. 2(a), that
has previously been described by Barringer et al.@19# and Colban
et al. @11#. The flow in the wind tunnel is driven by a 50 hp axial
vane fan, which is controlled by a variable frequency inverter.

Downstream of the fan, the flow passes through a primary flow,
finned-tube heat exchanger used to cool the bulk flow. After being
turned by another 90 deg elbow, the flow encounters a three-way
flow split. This flow split is controlled by a perforated plate, which
was designed to obtain the proper pressure drop in the main gas
path thereby forcing some of the air into the bypass legs. The core
flow then passes through a heater bank, a series of screens used
for flow straightening, and finally into a two-dimensional converg-
ing section. In the vane cascade, two full passages were modeled
with three vanes. A bleed is positioned on either side of the two-
passage cascade to remove edge effects from the side walls while
tailboards ensure periodicity of the flow in the two passages.

As was stated, this facility included three channels: a heated
primary channel~representing the main gas path! and two sym-
metric secondary channels~representing the coolant flow paths!. A
35– 40° C temperature differential between the coolant and main-
stream was achieved by using the heaters in the primary channel
and heat exchangers in the secondary channels. While the top
secondary flow channel was closed off for these experiments, the
bottom secondary flow channel was used for supplying the cool-
ant to the slot and hole plenums, as seen in Fig. 2(b). These two
plenums were constructed to provide independent control of the
slot and film-cooling flow rates. The front plenum supplied the
slot flow while the rear plenum supplied the film-cooling flow.
Typical time to achieve steady-state conditions was 3 hr. As these
experiments were to be relevant to industrial gas turbines where
freestream turbulence levels can be lower than for aeroderivative
engines; freestream turbulence effects were not the focus. The
inlet turbulence level and length scales were measured, however,
to be 1.3% and 4 cm, respectively.

The endwall test plate had a foam thickness of 1.9 cm~0.75
in.!, which was chosen because of its low thermal conductivity
~0.033 W/mK!. To ensure the precision and integrity of the cool-
ing hole pattern, the holes were cut with a five-axis water jet.
Portions of the hole patterns are shown in Fig. 3. The endwall
surface was painted black to enhance the radiative emissivity of
the surface. The slot was constructed from balsa wood, which had
the same thermal conductivity as the foam but was stiffer.

Coolant Flow Settings. For every test condition, the dimen-
sionless pressure coefficient distribution was verified to ensure
periodic flows were set through the passages~reported previously
in @17#!. Film-coolant flow rates for each cooling hole could not
be controlled because only one plenum provided coolant to the
entire endwall cooling hole pattern, and the local static pressure
field varied greatly from hole to hole. Friedrichs et al.@1# sug-
gested that a global blowing ratio based on the inlet flow condi-
tions could be characterized by the blowing ratio of a loss-free
hole injecting into inlet conditions as calculated from

M ideal5Arc

r in
•

Po,c2ps,in

Po,in2ps,in
(1)

A modification of this approach was taken for this study in that a
global discharge coefficientCD was derived so that the cumula-
tive flow rate through either cooling pattern could be character-
ized. TheCD values were obtained from CFD studies and have
been previously reported by Knost and Thole@16#. Measurements

Fig. 2 „a… Illustration of wind tunnel facility, „b… cooling supply
for slot and film cooling holes

Fig. 3 Film-cooling holes for „a… Passage 1 and „b… the leading
edge region
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of the inlet velocity, average inlet static pressure, and coolant total
pressures were obtained, which then allowed the fraction of cool-
ant flow relative to the inlet core flow to be calculated from

ṁc

ṁcore
5M ideal•CD•

Ahole

Ain
•#holes (2)

Different global discharge coefficients were used for each of the
two cooling patterns, as indicated in Table 2, because the patterns
had a number of holes in different locations. Note that these dis-
charge coefficients are greater than one as a result of using a
reference pressure as the static pressure at the inlet to the cascade.
As the flow accelerates through the cascade the static pressure
decreases, causing the discharge coefficient to be greater than one.
A discharge coefficient ofCD50.6 was used for the slot flow.
Also given in Table 2 is the global mass flux ratio (Min) based on
the inlet velocity. Note that for all of the experiments, the density
ratio ~jet-to-mainstream! was held fixed at 1.12.

Instrumentation and Measurement Uncertainty. An Infra-
metrics P20 infrared camera acquired the spatially resolved adia-
batic temperatures on the endwall. Measurements were taken at 13
different viewing locations to ensure that the entire endwall sur-
face was mapped. From a camera distance of 55 cm, each picture
covered an area that was 24 cm by 18 cm with the area being
divided into 320 by 240 pixel locations. The spatial integration for
the camera was 0.715 mm~0.16 hole dia!. The camera images
were post calibrated using directly measured temperatures on the
endwall by thermocouples that were installed. Thermocouple data
was continuously acquired during image collection. The thermo-
couple measurements had a maximum-to-minimum range of ap-
proximately 0.8°C deg with a standard deviation of 0.17°C during
the image collection time, which required about 30 min. For the
post calibration, the emissivity and background temperature were
adjusted until the temperatures from the infrared camera images
were within 1°C of the corresponding thermocouple data. Typical
emissivity values and typical background temperatures were«
50.89 and 45°C. Once the images were calibrated, the data was
exported to an in-house Matlab® program that was written for
image assembly.

Variations in free-stream temperature from passage to passage
were less than 1.5°C. Three thermocouples were also located in
both the slot and film-cooling plenums with one thermocouple
beneath each of the passages and one beneath the center vane.
These thermocouples allowed gradients in the coolant supply to
be documented. Variation within the plenums was generally less
than 0.3°C. Voltage outputs from the thermocouples were ac-
quired by a 32-channel data acquisition module that was used with
a 12-bit digitizing card.

An uncertainty analysis was performed on the measurements of
adiabatic effectiveness using the partial derivative method de-
scribed at length by Moffat@20#. The precision uncertainty was
determined by taking the standard deviation of six measurement
sets of IR camera images with each set consisting of five images.
The precision uncertainty of the measurements was60.014°C.
The bias uncertainty was61.0°C based on the calibration of the
image. The bias uncertainty of the thermocouples was60.5°C.
The total uncertainty was then calculated as61.0°C for the im-

ages and60.51°C for the thermocouples. The uncertainty in adia-
batic effectivenessh was then found based on the partial deriva-
tive of h with respect to each temperature in the definition and the
total uncertainty in the measurements. An uncertainty of]h5
60.082 ath50.2 and]h560.029 ath50.9 were calculated.

Discussion of Results
The results from the experiments will be discussed in a logical

progression of complexity. First, the cooling provided from the
film cooling alone for both endwall patterns will be discussed.
Second, the predictions for the combined slot and film-cooling
configurations will be compared to the endwall film cooling alone.
Finally, there will be a discussion of the leading-edge region and
vane pressure-side region as these two regions were found diffi-
cult to cool.

Film Cooling Without Slot Injection. The film-cooling
cases without slot flow for each of the two patterns are shown in
Figs. 4(a) – 4(d). The location of the slot, which was not simu-
lated, is shown in black for reference. Each pattern was tested
with a low and high film-cooling flow rate of 0.5% and 0.75% of
the core flow, respectively. It can be seen in Figs. 4(a) – 4(d) that
the minimum effectiveness levels areh50.1 for all cases The
reason for this is that there was a slight cooling effect of the
near-wall fluid because of the long 4 m~6.8 C) unheated wall
between the heater bank and the test section. The thermal bound-
ary layer at the inlet to the cascade was measured to have a thick-

Fig. 4 Contours of adiabatic effectiveness for the baseline
film-cooling only cases: „a… pattern 1, 0.5% coolant „b… pattern
#1, 0.75% coolant, „c… pattern #2, 0.5% coolant, and „d… pattern
2, 0.75% coolant

Table 2 Discharge Coefficients for Film-Cooling

Slot flow
rates

%mexit /Min

Film flow
rate

%mexit /Min

Cooling hole
patterns

Hole
discharge
coefficient

— 0.5/1.2 1 1.09
— 0.5/1.5 2 0.81

0.5/0.17 0.5/1.2 1 1.09
0.5/0.18 0.5/1.5 2 0.80
0.5/0.17 0.75/1.8 1 0.84
0.5/0.18 0.75/2.2 2 0.71
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ness that was 5% of the vane span. As will be shown in later
contours, effectiveness levels near zero were measured for some
of the cases presented indicating the downturning of hotter fluid
onto the endwall.

For pattern 1 at the low film flow rate, shown in Fig. 4(a), a
fairly uniform coverage is seen across much of the passage. The
leading row of holes near the suction side inject as discrete jets in
the direction of the streamlines despite being directed normal to
the inlet direction~toward the top of the page!. The leading row of
holes near the pressure side inject in a more merged pattern to-
ward the injection direction. Just upstream of the stagnation loca-
tion are quite ineffective at these low-coolant flow conditions,
particularly near the pressure side. Those holes near the stagnation
location along the suction side are swept around the shoulder leav-
ing an uncooled region at the vane-endwall junction. The jets
along the pressure side appear to inject in the streamwise direction
following the contour of the vane despite the jet hole being di-
rected axially downstream. Along the pressure side of the vane,
however, there is still a warm region with no appearance of
coolant.

For the increased film-cooling case of pattern 1, shown in Fig.
4(b), several effects are seen. First the suction-side jets of the
leading row still inject as discrete jets, but lower adiabatic effec-
tiveness values present downstream of the holes indicate that the
jets are lifting off of the surface. The leading row of holes near the
pressure side appear to be slightly more directed with very little
coolant present downstream of several of the holes. The leading-
edge holes at the stagnation location of pattern 1 for the 0.75%
coolant flow rate are far more effective than for the 0.5% coolant
flow rate. These higher effectiveness levels at the higher coolant
flow are even more apparent along the suction side at cooling the
vane-endwall junction. The cooling jets exiting the stagnation
holes on the pressure side, however, appear to lift off at the injec-
tion location, impact the vane, and convect down the vane onto
the endwall. This liftoff is evidenced by the coolant accumulating
along the vane-endwall junction near the dynamic stagnation point
of the vane. Within the passage, the pressure-side jets penetrate to
approximately one cooling-hole diameter closer to the vane as
compared with the 0.5% case, thereby reducing, but not eliminat-
ing, the warm zone along the pressure side.

For pattern 2 at the low blowing rate, shown in Figure 4(c), the
most noticeable feature is the large hot streak through the center
of the passage. This hot streak exists in the location where the
gutter would be, therefore, including the gutter flow may tend to
alleviate the problem. It is also important to remember that pattern
2 has fewer cooling holes, and as such, the coolant distribution is
different from pattern 1. Consider the leading-edge row of holes
where the holes nearer to the suction side inject with the stream-
lines for both hole patterns, but the local effectiveness levels are
lower for pattern 2 than in the corresponding case for pattern 1.
The reason for this difference is that pattern 2 has slightly higher
momentum flux ratios for these jets, and as such, there is a ten-
dency for the coolant flow to separate from the wall. These higher
momentum flux ratios for pattern 2 has a positive benefit, how-
ever, when considering the holes near the stagnation location
where the effectiveness levels are much higher for pattern 2 than
for pattern 1 at the 0.5% coolant flow. Also, the pressure-side
holes in the passage of pattern 2 appear to reduce the uncooled
zone along the vane-endwall junction when compared to pattern 1.

The results of increasing the film-cooling flow rate, in pattern 2,
to the high-blowing rate are shown in Figure 4(d). The jet de-
tachment of the suction-side leading row of holes appears to be
exacerbated, resulting in low effectiveness levels on the endwall.
The coolant from the suction-side leading row of holes also ap-
pears to be less effective at the high-coolant flow rate and may
suffer from blockage by the holes directionally downstream~bot-
tom to top on the image! in the row causing the coolant to lift off.
At the stagnation location, there is clearly a separation region of
the jets that then impact the vane and wash onto the endwall

surface. Within the passage, the pressure-side jets appear well
merged and penetrate to the vane-endwall junction, eliminating
the hot zone along the second half of the pressure side.

Slot-Flow Combined With Film-Cooling Injection. When
placing film-cooling holes, a designer would like to predict the
film-coolant trajectory to ensure that the cooling needs of critical
areas are met. A first approximation might be made by using a 2D
inviscid CFD prediction of the streamlines to predict the path of
the coolant. This first approximation was examined by comparing
the flow-turning angles at the midspan relative to those near the
endwall at the 2% span location. Contour plots of the difference
between the flow-turning angles near the wall and those at mid-
span for a 0.75% slot-flow injection is shown in Fig. 5~note that
there is no film-cooling injection, but the cooling holes for pattern
1 are superimposed for reference!. These predictions were com-
puted using FLUENT, whereby the full details are given in a pre-
vious publication@16#. These contours indicate the cross flows
that are induced in the near wall region for a high slot flow with
deviations from the midspan by as much as 40 deg near the stag-
nation location. As will be discussed when interpreting the film-
cooling measurements, it is relatively important to assess these
differences when designing an endwall hole pattern.

To compare the influence of the slot flow rate, the 2% span
streamlines for both the 0.5% and 1% slot flow cases were super-
imposed on hole pattern 1 as shown in Fig. 6. It is seen that
especially along the upstream portion of the pressure side, and the
upstream portion along the suction side to a lesser extent, the
near-wall flow trajectory can be dramatically altered depending on
the slot flow rate. At a high slot flow rate, the streamlines are
drawn toward the suction side of the vane more so than at the
lower slot flow rate. The cross flows are also shown to be slightly
stronger at the high slot flow rate.

Predicted streamlines in the near-wall region~2% span! for
0.5% slot flow without film cooling are shown superimposed on
adiabatic effectiveness measurements of the two patterns with
0.5% slot flow and 0.5% film flow in Figs. 7(a) and 7(b). For
both hole patterns, the slot flow is funneled toward the suction
side and is not present in the stagnation region. Similar to that of
the film-cooling injection without slot flow, the minimum effec-
tiveness level ish50.1, which is due to the unheated entry region
to the cascade. It is apparent from these contours that the holes at
the stagnation location, similar to those results in Fig. 4(a), are
quite ineffective, leaving an uncooled area in the stagnation re-
gion. Moreover, it is apparent that the leading row of holes placed
in the midpassage is being saturated by coolant and the need for
film-cooling holes has been diminished as a result of the coolant
from the slot.

Fig. 5 Contours of the difference between the predicted flow
angles at 2% span and midspan are shown for the high 0.75%
slot flow case. The hole locations of pattern 1 are shown for
reference.
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For both patterns the film-coolant trajectories follow the pre-
dicted streamlines quite well in a number of locations. The coolant
from the holes in the stagnation region is swept around the suction
side and the jets along the pressure side of the vane follow the
predictions. The largest difference between the streamlines and
the coolant trajectory is for the leading row of holes nearer to the
pressure side of the vane outside of the influence of the slot. This
location shows that the holes are directed in a cross-pitch direction
rather than following the streamlines at this location. It is also
seen that the streamlines are more closely followed for pattern 1
relative to pattern 2, which can be explained by the stronger ef-
fects that the jets have for pattern 2~fewer holes with more mass
flow per hole!.

Predictions of the streamlines at 2% span for the highest 1%
slot flow rate are superimposed on measurements of each pattern
with 0.75% slot coolant and 0.5% film-cooling in Figs. 8(a) and
8(b). The case of 0.75% slot coolant without film-cooling was
not computed, but the predicted streamlines for the higher slot
flow case will still be used to illustrate the effects of the slot flow.

When the slot flow is increased to 0.75% of the core flow while
the film cooling is maintained at 0.5%, it is seen from Figs. 8(a)
and 8(b) that the slot coolant coverage is dramatically increased.
Coolant exits across the entire width of the slot, but is still fun-
neled toward the suction side. Adiabatic effectiveness levels
across much of the upstream portion of the endwall are near unity,
indicating overcooling by the slot. The leading row of holes over
a large portion of the pitch appears to be unnecessary for endwall
cooling. Therefore, the coolant emerging from these holes could
be redistributed to more advantageous locations. As has consis-
tently been the case, the stagnation holes of pattern 1 at the low
film-cooling rate are ineffective leaving an uncooled zone at the
leading edge as the coolant is immediately swept around the suc-
tion side. Also, the pressure-side jets in the passage inject with the
streamlines, once again leaving an uncooled region along the pres-
sure side.

For these high slot flow conditions shown in Figs. 8(a) and
8(b), it is interesting to note that the minimum effectiveness level
is h50 as compared to the previously shown no and low slot flow
cases. The reason for these lower effectiveness levels is because
of the increased downturning of the fluid above the endwall to-
ward the endwall. These results indicate that for the high slot flow
case there is a more pronounced cross-passage flow whereby the
slot flow moves endwall fluid toward the suction side of the air-
foil. As such, the near-wall upstream boundary layer fluid is re-
placed with hotter fluid that was entrained toward the endwall
from above the 5% vane span location~thickness of the cooled
thermal boundary layer!.

The near-wall streamlines again predict the coolant trajectories
relatively well. The leading row of holes follows the streamlines
as do the pressure-side holes both in the up- and downstream
regions. Note that there is better agreement with the streamlines
for the leading row of holes in the region nearer to the pressure
side of the vane for this high-coolant flow condition as compared
with lower coolant flow.

When comparing the two hole patterns for combined film-
cooling and slot flow cases, there are some noticeable differences.
The exit location of the slot flow is seen to have migrated slightly
toward the suction side of the vane for pattern 2 relative to pattern
1. This is most likely because of the absence of holes~due to the
gutter location! for pattern 2, thus resulting in less flow blockage
of the slot flow as compared to pattern 1 with a continual row of
holes. Also immediately noticeable is the large hot streak through

Fig. 6 Predicted streamlines at 2% span for both the 0.5% and
1.0% slot flow rates. The hole locations of pattern 1 are shown
for reference.

Fig. 7 Predicted streamlines at 2% span for 0.5% slot flow
without film cooling are superimposed on measured effective-
ness levels for „a… pattern 1 with 0.5% slot flow and 0.5% film
cooling and „b… pattern 2 with 0.5% slot flow and 0.5% film
cooling

Fig. 8 Predicted streamlines at 2% span for 1% slot without
film cooling superimposed for „a… pattern 1 with 0.75% slot flow
and 0.5% film cooling, and „b… pattern 2 with 0.75% slot flow
and 0.5% film cooling
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the center of the passage that was present without slot flow for
pattern 2. The coolant from the pressure-side leading row of holes,
which provided a small measure of relief to the hot streak without
the presence of slot flow, appears drawn across the gap and
merges with the slot coolant at the upstream rows of passage
holes. One more noticeable difference between the two patterns is
that the pressure-side jets in the passage of pattern 2 at the low
blowing ratio are seen to be more directed than their counterparts
in pattern 1 because of the higher momentum due to fewer jets.
The coolant, however, still fails to fully penetrate to the vane,
leaving a thin uncooled zone along the pressure side for both hole
patterns.

Area-averaged adiabatic effectiveness levels, such as those
shown in Fig. 9, are one way of deducing an overall comparison
of the different cooling methods. This comparison, however, does
not allow one to compare hot spots that may arise causing reduc-
tions in component life. The averages, shown in Fig. 9, were
computed from the axial locationx/Ca520.24, corresponding to
the location furthest upstream where the images covered the entire
pitch for all cases, tox/Ca50.74, beyond which there was no
optical access. The various cases, of which not all have been
shown in this paper, have been grouped by cumulative coolant
flow rate to provide a quantification of the effects of distributing
coolant between the slot and film-cooling holes.

It is seen that at the lowest coolant flow rate of 0.5%, the
film-cooling holes provide a greater average cooling effectiveness
than the slot flow alone. When the coolant and slot flow rates are
increased to 0.75% of the core flow, however, the slot flow pro-
vides the highest average effectiveness level. Note that the slot
average effectiveness is only high in the upstream, center portion
of the passage, while providing no relief to the vane-endwall junc-
tion along both the leading edge and pressure side of the vane.
The average effectiveness level of pattern 1 is roughly the same
for both coolant flows cases~0.5% and 0.75%!, while pattern 2
actually performs worse at the higher coolant flow relative to the
lower coolant flow. This worse performance is because of the jet
separation and a widening of the hot streak in the center of the
passage~these contours are not shown in this paper!. At 1% cool-
ant flow, the area averaged effectiveness level is still somewhat
higher for the slot flow alone relative to the combined film and
slot cases.

The 1.25% grouping consisted of four cases where the coolant
was varied between slot and film-cooling holes as shown in Fig. 9.
The highest average effectiveness level was measured for pattern
1 at the higher slot flow combined with lower film-cooling flow.
Pattern 2 showed the same trend with the high-slot, low-film con-
dition flows outperforming the low-slot, high-film flow case. The
higher slot flow rate provided significantly more coolant to the
broad uncooled area in the upstream portion of the passage. This,
combined with the less directed, streamwise injection of the
pressure-side holes, minimized the hot streak for pattern 2.

Finally, the high 0.75% slot flow rate combined with the high
film-cooling rate for each pattern is shown for the total 1.5%
coolant flow cases in Fig. 9. Pattern 1 showed a slight decrease in
average effectiveness levels from the high-slot, low-film case. The
reason for these lower average effectiveness levels is because
lower local effectiveness levels occurred as the jet liftoff became
significant in many regions on the endwall. Pattern 2 exhibited a
slightly higher average effectiveness level as the hot ring along
the pressure surface was reduced in size.

Leading Edge and Pressure Side Holes.Because these re-
sults indicate that the leading-edge and pressure-side regions are
so difficult to cool, a further analysis revealed the importance of
the local jet momentum flux ratios. The holes within the boxes
shown in Fig. 10 were selected as representative holes to analyze.
The local momentum flux ratios for each of the holes were calcu-
lated from CFD predictions using

I 5
r jv j

2

r`v`
2 5

r j~ṁj /r jAj !
2

2~Po,c2p`!
(3)

The momentum flux ratios for these holes are also plotted in Figs.
10(a) – 10(c) along with subsets of the effectiveness contours for
these representative holes.

Fig. 9 Area-averaged effectiveness levels for a range of cool-
ant flow rates „percentage is based on total passage flow …

Fig. 10 Momentum flux ratios for holes indicated by the
dashed lines are shown in „a… leading edge, „b… pressure side
upstream, and „c… pressure side downstream regions. Hole lo-
cations are shown to the right
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Figure 10(a) shows the holes in the stagnation location. The
blowing ratios for these holes are seen to be significantly higher
than for holes along the pressure side despite the velocity of these
jets being lower. This occurs because of the stagnating core flow.
At the lowest momentum flux ratios, the coolant from the jets is
seen to barely be present. In fact, the contours indicate that there
is some coolant present upstream of the injection location and the
presence of some coolant being swept around the suction side of
the vane. The coolant occurring upstream of the holes is present as
a result of the leading-edge horseshoe vortex sweeping the coolant
upstream.

As the momentum flux ratio of the jets is increased to slightly
aboveI;2 in Fig. 10(a), coolant is swept on the vane endwall.
As the momentum flux ratio is increased, the jet impacts the end-
wall then separates to impact the vane and wash down the vane
onto the endwall. These contours forI;3.2 show coolant is
present on the endwall for this range of momentum flux ratios. At
the highest momentum flux ratio case ofI;6, all holes are fully
detached with effectiveness levels along the vane-endwall junc-
tion being higher thanI;3.2. This is because the coolant exits the
holes, impacts vane, and is then washed down onto the endwall to
provide a cooling benefit.

The momentum flux ratios for the pressure-side holes are im-
portant to understand to ensure no uncooled regions near the pres-
sure side of the vane. For the upstream pressure-side holes, pre-
sented in Fig. 10(b), the jets appear fully attached up toI
50.46. At I 50.55 the effectiveness levels are not maintained as
far downstream of the holes, indicating partial jet liftoff. Also, the
upstream-most hole atI 50.46 is drawn away from the vane and
toward the center of the passage. At the momentum flux ratio of
I 50.73, the jet appears nearly fully detached. This data indicate
that as the momentum flux of the jets is increased, the upstream
pressure-side jets separate from the wall rather than penetrate to
the pressure-side surface of the vane.

The downstream pressure-side jets, shown in Fig. 10(c), appear
fully attached in all cases with a maximum momentum flux ratio
of only I 50.46, being achieved because of the high mainstream
velocities. As the momentum flux ratio was increased, the down-
stream pressure-side jets penetrated close to the vane finally im-
pacting the vane at the highest momentum flux ratio ofI 50.46.

When comparing all holes, separation was induced in the range
0.55<I<0.73. The upstream pressure-side holes separated before
impacting the vane, while the downstream pressure-side holes
were able to penetrate completely to the pressure side of the vane
leaving no uncooled regions.

Conclusions
Measurements of endwall adiabatic effectiveness were pre-

sented for an extensive test matrix combining both coolant from a
flush slot and film cooling from two distinct hole patterns. Film-
cooling holes were shown to distribute coolant evenly throughout
the passage, with the exception being a large uncooled streak
down the center of the passage for the hole pattern that was de-
signed as a provision of a gutter between two vane platforms.
With slot and film-cooling flows present, there was a large region
in the center of the inlet to the passage that was overcooled. This
overcooling was particularly evident for the high~0.75%! slot
flow case. For the case with high leakage losses, it seems that is
would be beneficial to eliminate those film-cooling holes and use
the coolant elsewhere, such as near the leading-edge or vane
pressure-side regions. In general, the hole pattern that was derived
from constant streamlines was better than the hole pattern that
included axially placed holes and a gutter.

Predicted streamlines at 2% span with included slot flow were
compared to those at the midspan with the former being superim-
posed on measurements of film-cooling effectiveness. A consider-
able deviation between the near-wall and midspan streamlines was

observed and shown that the slot flow rate and near-wall effects
must be considered when predicting film-coolant trajectory based
on streamlines. The film-coolant trajectories as well as the slot-
flow trajectory each affected the other. At high slot flows, the
near-wall cross flows were increased, which, in turn, swept the
jets closer toward the suction surface. At low slot flows, the first
row of film-cooling holes provided blockage, allowing more uni-
form flow to exit the slot.

Film-cooling momentum flux ratios were shown to have a sig-
nificant impact on cooling performance. The higher momentum
flux associated with higher blowing allowed the coolant to pen-
etrate to hard-to-cool areas at the leading edge and along the pres-
sure side in the downstream region. Cooling jets at the leading
edge had a tendency to separately impact the vane, and then wash
onto the endwall. As the momentum flux ratio was increased for
the jets along the pressure side in the upstream portion of the
passage, there was a tendency for the jets to separate prior to
being able to penetrate closer to the pressure-side surface. This is
different from the phenomena for the downstream holes along the
pressure-side surface where the jets had less tendency to separate
and were able to penetrate to the pressure side of the vane, thereby
reducing the warm ring around the vane.
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Nomenclature

C 5 true chord of stator vane
Ca 5 axial chord of stator vane
G 5 gutter in Fig. 1
I 5 momentum flux ratio

ṁ 5 mass flowrate
M 5 mass flux ratio
P 5 vane pitch; hole pitch

Po , p 5 total and static pressures
Rein 5 Reynolds number defined as Re5CUin /n

s 5 distance along vane from flow stagnation
S 5 span of stator vane
T 5 temperature

x, y, z 5 local coordinates
u, v, w 5 local velocity components

U 5 velocity magnitude

Greek

h 5 adiabatic effectiveness,h5(T`2Taw)/(T`2Tc)
r 5 density
n 5 kinematic viscosity

Subscripts

ave, - 5 pitchwise average at a given axial location
ave,5 5 area average of endwall, slot to trailing edge

aw 5 adiabatic wall
c 5 coolant conditions

inlet 5 inlet conditions
` 5 freestream conditions
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Flow and Heat Transfer in an
Internally Ribbed Duct With
Rotation: An Assessment of Large
Eddy Simulations and Unsteady
Reynolds-Averaged
Navier-Stokes Simulations
Large eddy simulations (LES) and unsteady Reynolds averaged Navier-Stokes (URANS)
simulations have been performed for flow and heat transfer in a rotating ribbed duct. The
ribs are oriented normal to the flow and arranged in a staggered configuration on the
leading and trailing surfaces. The LES results are based on a higher-order accurate finite
difference scheme with a dynamic Smagorinsky model for the subgrid stresses. The
URANS procedure utilizes a two equation k-« model for the turbulent stresses. Both
Coriolis and centrifugal buoyancy effects are included in the simulations. The URANS
computations have been carried out for a wide range of Reynolds numbersRe
512,500–100,000d, rotation numbersRo50–0.5d and density ratiosDr /r50–0.5d,
while LES results are reported for a single Reynolds number of 12,500 without and with
rotation sRo50.12,Dr /r50.13d. Comparison is made between the LES and URANS
results, and the effects of various parameters on the flow field and surface heat transfer
are explored. The LES results clearly reflect the importance of coherent structures in the
flow, and the unsteady dynamics associated with these structures. The heat transfer re-
sults from both LES and URANS are found to be in reasonable agreement with measure-
ments. LES is found to give higher heat transfer predictions (5–10% higher) than
URANS. The Nusselt number ratiosNu/Nu0d is found to decrease with increasing Rey-
nolds number on all walls, while they increase with the density ratio along the leading
and trailing walls. The Nusselt number ratio on the trailing and sidewalls also increases
with rotation. However, the leading wall Nusselt number ratio shows an initial decrease
with rotation (till Ro50.12) due to the stabilizing effect of rotation on the leading wall.
However, beyond Ro50.12, the Nusselt number ratio increases with rotation due to the
importance of centrifugal-buoyancy at high rotation.fDOI: 10.1115/1.1861917g

Introduction
In internal cooling of turbine blades, coolant air is circulated

through serpentine ribbed passages and discharged through bleed
holes along the trailing edge of the blade. With rotation, the flow
is subjected to Coriolis forces and centrifugal-buoyancy effects.
Rotation induces secondary flows that destabilize the flow and
enhance heat transfer along one wall while they stabilize the flow
and reduce heat transfer along the opposite wall. Centrifugal
buoyancy accelerates the flow along the heated walls and, at high
rotation numbers, can have a significant effect on the surface heat
transfer.

Experimental investigations of flow and heat transfer in smooth
and rib-roughened channels have been carried out by a number of
different researcherssHan and Parkf1g; Han et al.f2g; Han f3g;
Wagner et al.f4g, and Johnson et al.f5gd. More recently, Chen et
al. f6g have reported detailed mass transfersnaphthalene sublima-
tiond measurements in a stationary duct having a sharp 180 deg
bend. Azad et al.f7g have studied the effect of the channel orien-
tation in a two-pass rectangular duct for both smooth and 45 deg

ribbed walls. In a recent study, heat transfer in a rib-roughened
rectangular channel with aspect ratio 4:1 has been reported by
Griffith et al. f8g. In their study, the trailing surface heat transfer
shows strong dependence on the rotation number.

Most of the earlier computational studies on internal cooling
passage of the blades have been restricted to three-dimensional
steady Reynolds averaged Navier-StokessRANSd sSRANSd simu-
lations sStephens et al.f9g; Rigby et al.f10g; Bo et al. f11g, and
Iacovidesf12gd. The flow and heat transfer through a two-pass 45
deg rib-roughened rectangular duct having aspect ratio of 2.0 has
been conducted by Al-Qahtani et al.f13g using a Reynolds stress
turbulence model. They have found reasonable match with experi-
ments, although in certain regions there are significant discrepan-
cies. In Qahtani et al.f13g, it is argued that two equation models
are unsatisfactory for rotating ribbed duct flows, and that a second
moment closure is needed for accurate predictions.

A key deficiency of SRANS procedures is their inability to
properly represent the unsteady dynamics of large scale structures
in the turbulence model. Direct numerical simulationsDNSd, large
eddy simulationsLESd, and unsteady RANSsURANSd provide
alternative approaches where all or a portion of the unsteady spec-
trum is resolved. In DNS all scales are resolved, and no modeling
is introduced. In LES, all dynamics of turbulent eddies above a
cutoff filter stwice the mesh sized are resolved while only the
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small scale fluctuations are modeled. In URANS, all turbulent
fluctuations are modeled while the large scale rotational motions
are resolved as unsteady phenomenon. Thus, URANS aims to
capture only the first few fundamental frequencies and models the
random motions using a standard turbulence closure.

The turbulent flow in a stationary duct has been investigated
using DNSsHuser et al.f14g and Gavrilakis et al.f15gd. However,
as noted earlier, DNS is computationally expensive. On the other
hand, LES gives improved accuracy with reasonable computa-
tional resources. Tafti and Vankaf16g have reported LES of flow
in a rotating rectangular channel. They have used the Smagorin-
sky eddy viscosity model for the subgrid scale closure. Piomelli
and Liu f17g solved the same problem using a dynamic subgrid
scale model. Both the studies could predict all the flow character-
istics and show good comparison with experiments. Flow through
a rotating square duct has been simulated by Pallares and David-
sonf18g. They present turbulent stress budgets in their study. The
flow and heat transfer characteristics of the rotating duct with
ribbed roughened walls has been investigated numerically using
LES by Murata and Mochizukif19g. The effect of centrifugal
buoyancy and the different rib orientations have been considered.
Their study reveals that the centrifugal buoyancy in the ribbed
duct increases and decreases both the wall shear stress and the
heat transfer for the buoyancy-induced aiding and opposing flows
respectively. They have also observed that the heat transfer and
the friction factor are sensitive to rib orientations.

As discussed earlier, LES is known for its higher temporal and
spatial accuracy. However, simulating the flow at a moderate Rey-
nolds number using LES still requires significant computational
resources due to the necessary grid resolution. On the other hand,
since URANS solves only for the unsteady energetic coherent
scales while modeling the rest of the fluctuations, the grid size
requirements are considerably more modest. In flows dominated
by discrete frequency large scale structures that URANS can re-
solve, it is conceivable that URANS may provide solutions of
reasonable accuracy with moderate computational effort. This is a
key goal for the gas turbine industry-improved accuracy with fast
turnaround time. Thus, one primary goal for the present study is to
explore the accuracy of URANSsusing LES and measurements as
benchmarks for comparisond for rotating ribbed-duct flows.

The second goal of the present paper is to use URANS to ex-
tend the parametric valuessRe, Ro,Dr /rd to ranges of relevance
to gas turbine industry. Results reported in the literature are gen-
erally limited to lower parametric ranges since the higher para-
metric ranges are difficult to achieve experimentally, while com-
putational effortssprimarily SRANSd have been stymied by lack
of agreement with rotational data even at moderate parameter val-
ues. Since URANS is likely to provide improved accuracy over
SRANS, it is justifiable to report computational results over an
extended parameter range as done in this paper.

Governing Equations and Boundary Conditions
For LES, the equations solved are the unsteady, homogenously

filtered Navier-Stokes equations, along with the incompressibility
constraint. For filtering, a top-hat filter has been used. In URANS,
the unsteady Reynolds-averaged Navier-Stokes equations are
solved where the unsteady term represents temporal variations
over time scales larger than the averaging time. The resulting
equations for both LES and URANS have the following form
where the overbar represents spatially filtered quantities in LES
and ensemble-averaged quantities in URANS

]ūi

]xi
= 0 s1d
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where ū=sT̄−T̄wd / sT̄m1−T̄wd, ti j =−ui8uj8, and qj =−uj8u8. The
termsti j andqj in Eqs.s2d ands3d are the subgrid scale contribu-
tions that have to be modeled. Here,Tw is the wall temperature
andTm1 is the bulk temperature of the fluid evaluated at the inlet
section of the computational domain. The unknown functionL in
the energy equation is given by

L =
1

T̄m1 − T̄w

]

]t
sT̄m1 − T̄wd

The coupling betweenū and L can be solved iteratively as de-
scribed by Wang and Vankaf20g.

In the earlier equations the velocities are nondimensionalized
with the average velocityuav, all lengths are scaled with the di-
mensions of the square duct,B sor Hd, pressure is scaled withruav

2

and time is scaled byB/uav. For airsPr=0.7d, the primary param-
eters that appear in Eqs.s1d–s3d are the Reynolds number Re, the
rotation number Ro, and the Buoyancy parameter Bo. These pa-
rameters are varied over appropriate ranges in the present study.

The imposition of periodic boundary conditions for the depen-
dent variables needs special attention. The nondimensional pres-
sureP is decomposed into a modified nondimensional pressure,p,
and a linear component that varies along the streamwise direction

P̄sx,y,z,td = p̄sx,y,z,td − bstdx

wherebstd is the linear component of the nondimensional pres-
sure that has to be adjusted in each time step to get the desired
mass flow rate. With the earlier modification, the momentum
equations take the following form:
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Subgrid Closure Model. The most commonly used subgrid
scale model is based on the gradient transport hypothesis, and
correlatesti j to the mean stain-rate tensor

ti j = ūiūj − uiuj = 2nTS̄ij −
di j

3
tkk s5d

wheredi j is the Kronecker delta,tkk=−uk8uk8, andS̄ij is given by

S̄ij =
1

2
S ]ūi

]xj
+

]ūj

]xi
D s6d

The eddy viscosity proportional to local large scale deformation is
written as

nT = CsD̄d2uS̄u s7d

Here C is a function of space and time and is to be calculated

dynamically at each time step,D̄ is the grid filter scale and is

given by D̄=fsdxdsdydsdzdg1/3, and uS̄u=s2S̄ij S̄i j d1/2. Lilly f21g and
Germano et al.f22g suggested a method to calculateC for each
time step and grid point dynamically from the flow field data. In
addition to the grid filter, which signifies the resolved and subgrid
scales, a test filter is introduced for computation ofC. The width
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of the test filter is larger than the grid filter width. Our computa-
tions were carried out using the model suggested by Piomelli and
Liu f17g. To avoid ill conditioning ofC, a local averaging over
adjacent grid cells, following Zang et al.f23g, was carried out.
Similarly, for energy equation, the subgrid stress is

qj = ūju − uju =
nT

Prt

]ū

]xj
s8d

where Prt is subgrid scale or SGS turbulent Prandtl number and is
calculated dynamically by the dynamic model described in Moin
et al. f24g.

Unsteady RANS Turbulence Closure.The URANS simula-
tions in the present study have been carried out using the two
equationsskn and «nd model of Kato-Lauderf25g. It has already
been pointed out that the URANS solves for the quasi-periodic
part of the flow field while modeling the random turbulent fluc-
tuations. The turbulence closure is based on the gradient transport
hypothesis, which correlatesti j to the phase averaged stain-rate
tensor

ti j = 2nTS̄ij −
di j

3
tkk s9d

wheredi j is the Kronecker delta,tkk=−uk9uk9, andS̄ij is given by

S̄ij =
1

2
S ]ūi

]xj
+

]ūj

]xi
D s10d

Similarly, qj is given by

qj = − uj9u9 = aT
]ū

]xj
s11d

The turbulent eddy viscosity and turbulent thermal diffusivity are
given in nondimensional forms as follows:

nT = Cm Re
k̄n

2

«̄n

andaT = Cm Re Pr
k̄n

2

st«̄n

wherek̄n and «̄n are nondimensional turbulent kinetic energy and
dissipation,Cm is a model constant, andsT is the turbulent Prandtl
or Schmidt number. Fork and« equations, the Kato Launderf25g
is found to be suitable for bluff body flows since it can handle the
stagnation zone properly by reducing the turbulent production in
this regionf25,26g. In this modelf25g, the production of turbulent
kinetic energy is written in terms of rotation and shear of fluid
elements instead of only shear. The nondimensional transport
equations fork and« are as follows:
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where,Pk=Cm«̄SV, V̄= k̄/ «̄Î1/2hs]ūi /]xjd−s]ūj /]xidj2. The pa-
rameters for the earlier equations are given in Table 1.

The periodic boundary conditions for velocities and pressure
corresponding to the earlier momentum equations and turbulent
kinetic energy and dissipation corresponding tok-« equations are

f̄sx + Lx,y,z,td = f̄sx,y,z,td s14d

wheref;sui ,p,k,«d. The corresponding periodic boundary con-
ditions for the energy equations are

ūsx + Lx,y,z,td

ūm2

=
ūsx,y,z,td

ūm1

where ūm1 and ūm2 are the nondimensional bulk temperatures at
the inlet and outlet of the computational domain.

The channel and obstacle surfaces are treated as no-slip bound-
aries. Constant wall temperature boundary conditions have been
used for the heated walls and rib surfaces. For URANS calcula-
tions, normalized kinetic energy is set to zero while zero Neu-
mann boundary conditions are used for the nondimensional dissi-
pation at all walls. Since the near-wall mesh in the LES
calculation is sufficiently fine, with they-plus values of the first
set of grid points away from the wall less than 1.0, no wall func-
tion or damping is necessary for LES. However, the URANS grid
is substantially coarser, and for the near wall modeling in
URANS, standard wall functions are used and the grid is gener-
ated such that they-plus values of the first set of points lie be-
tween 15 and 40. Earlier studies with URANS have shown that
the standard wall function can predict the near-wall flow behavior
with reasonable accuracysSaha et al.f26gd.

Numerical Method
The differential equationssEqs. s1d, s3d, and s4dd have been

solved on a staggered grid by using a modified version of the
MAC algorithm of Harlow and Welchf27g. When the flow is
incompressible, the pressure and velocity fields have to be solved
simultaneously, since the pressure field has to be compatible with
the continuity equation. This has been implemented by a two-step
procedure:sad a predictor step using current values of pressure
that is fully explicit andsbd a corrector step in which the correc-
tion to velocity and pressure are obtained by ensuring compatibil-
ity with the continuity equation. An explicit, second order in time,
Adams-Bashforth differencing scheme has been used for the time
advancement of the convection and diffusion terms. The complete
numerical algorithm is presented in Saha and Acharyaf28g.

In the present study, diffusion terms have been approximated
using second order central differencing. For the advection terms, a
third order upwind differencingsKawamura et al.f29gd has been
used. Once the corrected velocities are updated using the continu-
ity equation, the momentum and the energy equations are solved
using second order temporalsAdams-Bashforthd differencing
scheme. Similarly, the convective and diffusive terms in the en-
ergy equations are discretized using the third order upwinding
scheme of Kawamura et al.f29g and the second order central
differencing scheme respectively.

The present simulations are carried out using a grid size of
114382396 for the LES calculations while a grid size of 62
348350 are used for URANS. A nonuniform mesh with cells
packed towards all the solid boundaries has been used to resolve
the near-wall viscous effects. The URANS code results was tested
for grid independence by comparing the results obtained with a
50332342 grid and the 62348350 grid. With the two grids,
the surface-averaged Nusselt number along the sidewalls show a
difference of 3.6% while the leading and trailing walls reveal a
discrepancy of 1.6% and 1.7% respectively. Therefore, all the
computations of URANS are carried out using a grid size of 62
348350. Typical computational effort required per time step for
LES and URANS are 3 min and 30 s, respectively, on a 667 MHz
Alpha processor with 1 GB RAM.

The computational domain of interest is shown in Fig. 1, and
represents a periodic rib module in the radially outward flowing
leg of a coolant passage. The ribs are oriented normal to the flow
and placed in a staggered fashion on the leading and trailing sur-
faces of the duct passage. The pitch-to-rib height ratio is 10 while

Table 1 Model parameters

Cm C«1 C«2 sk s«

0.09 1.44 1.92 1.0 1.3
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the rib height-to-hydraulic diameter ratio is 0.1. The mean radius
of rotation,RM, is 49. These geometrical dimensions correspond
to the experimental study of Johnson et al.f5g.

As noted earlier, a key objective of the present study is to
compare the performance of LES and URANS calculations in a
rib-roughened rotating square duct, and their ability in capturing
the unsteady dynamics of the flow field. Both the LES and
URANS results are compared with experiments. This study differs
from the LES study by Murata and Mochizukif19g in that the
present study is carried out at a much higher Reynolds number
and for a staggered arrangement of ribs. The present study also
uses a considerably finer grid resolution than in Ref.f19g, and is
based on constant wall temperature boundary conditions that need
special treatment.

Validation
The present code has been validated thoroughly for the flow

and heat transfer characteristics in a channel flow with periodic
array of cylinderssSaha and Acharyaf25gd. The code has also
been validated against published results for the flow past a square
cylinder placed in an infinite medium. The computed drag coeffi-
cient and the Strouhal number match with the experimental re-
sults. The validation of the URANS code is done using the flow
past a square cylinder and found good match with experiments
sSaha et al.f26gd.

The present LES and URANS codes have been validated
against published LES results for rotating smooth ductf18g, and
measurements and computations for rotating ribbed ductf12g, re-
spectively. Figure 2 shows LES results of the time-averaged sec-
ondary flow velocity vectors and contours of the streamwise ve-
locity, and compares the present predictions with those of Pallares
and Davidsonf18g. The Reynolds number and the rotation number
considered for the comparison are 3900 and 0.12, respectively.
The number of grid points in the present study was 82382382,
while Pallares and Davidson used a grid size of 62362362, for
a domain size of 63131. The comparison between the two sets
of data can be seen to be quite good. The URANS results of the
present study have been compared with those of Iacovidesf12g for
a Reynolds number of 100,000 and rotation number of 0.2. Iaco-
vides f12g solved the steady RANS equations and used a maxi-
mum grid size of 74362330 for domain dimensions of 131

31. In the present study, a grid size of 62350348 was used for
the unsteady computations. Figure 3 shows the comparison of the
streamwise as well as cross-stream velocities at two different lo-
cations. The streamwise velocity of the present study matches
better with experiments than computations of Iacovidesf12g at
both locations. On the other hand, the cross-stream velocity un-
derpredicts the experimental value somewhat in the core flow.

Results and Discussions
A single Reynolds numbersRe=12,500d has been used for all

the LES computationssboth the stationary and rotational casesd.
The rotational case includes the effects of Coriolis forces and
centrifugal buoyancy. The rotation numbersRod and density ratio
sDr /rd considered in the present study for LES are 0.12 and 0.13,
respectively. The URANS simulations are carried out for a Rey-
nolds range of 12,500–100,000, a rotational number range of
0–0.5 and a density ratio range of 0–0.5.

Instantaneous LES Flow Field.Figure 4 shows the velocity
vector superimposed on the temperature contours at the mid trans-
verse planesy=0d for both the stationary and rotating cases. Both
the cases show clear evidence of separating shear layers shed from
the ribs. For both the cases, the flow reattaches downstream of the
ribs on both ribbed walls. The strength of vortices near the leading
and trailing walls are comparable for the stationary case while, for
the rotating case, the vortical structures are stronger near the trail-
ing sor unstabled side compared to the leadingsor stabled side. The
recirculation region behind the rib on the leading surface is larger
srelative to the trailing surface of the rotating cased with rotation.
This behavior is linked to the fact that the Coriolis-induced sec-
ondary flows move the bulk flow away from the leading surface
towards the trailing wall resulting in an increase in magnitude of
the velocity near the trailing surface and a reduction in the mag-
nitude of velocity near the leading wall. Further, the peak-to-peak
fluctuations in the velocity signalssnot shown hered near the two
walls soutside the viscous sublayerd reveals that turbulence levels
are suppressed along the leading surface, which lowers the eddy
viscosity and therefore decreases the spreading rate of the shear
layer and delays reattachment. Another difference between the

Fig. 1 Geometric model of the problem
Fig. 2 Comparison of secondary flow structures and stream-
wise velocity
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two cases is that the bulk flow for the rotational case has greater
vorticity than the stationary case. Rotation produces a velocity
gradient in the bulk mean flow that leads to additional vorticity
across the entire width of the channel. The temperature distribu-
tions between the two cases reveal significant differences. For the
stationary case, the incoming coolant fluidsnondimensional tem-
perature of 1d is distributed almost symmetrically between the two
walls snondimensional temperature of 0d. For the rotational case,
the temperature of the bulk fluid becomes asymmetric because
high momentum cold fluid is pushed towards the trailing side by
the Coriolis-induced secondary flows. Thus, for the stationary
case, both walls and the rib experience fluid of comparable tem-
perature, while for the rotational case, the ribs as well as the wall
on the trailing side are exposed to colder fluid compared to the
leading side. Thus the heat transfer on the trailing surface is ex-
pected to be higher. Further, due to the higher velocity of the
trailing edge separated shear layer, the shedding of the vortices
from the trailing edge ribs is stronger, and due to its consequent
interaction with the boundary layer, mixing is enhanced leading to
higher heat transfer rates from the trailing side.

The secondary velocity vectors superimposed on the tempera-
ture contours atx=0.5 are presented in Fig. 5 for the stationary

and rotating cases, and show that the secondary flow is stronger
with rotation. The flow near the ribbed walls shows more vortical
structures than along the two smooth sidewallssFig. 5sadd. At this
x location, the flow near both the leading and trailing walls for the
stationary case exhibits similar structures. For the rotating case
sFig. 5sbdd, stronger vortical structures are observed along the
unstable/trailing wall compared to the stable/leading wall. The
unstable side is dominated by higher momentum fluid, and there-
fore the secondary vortices formed are stronger. The stationary
case shows low temperature fluid located centrally in the core
region since there are no rotational effectssFig. 5sadd. On the
other hand, the rotating case depicts the shift of the cold bulk flow
towards the unstable side creating a larger zone of recirculation in
the stable side. The effect of this larger recirculation results in
higher temperature of the fluid near the stable region.

The variation of Nusselt number on the two wallssleading and
trailingd is presented in Fig. 6 for the stationary case. The Nusselt
number variations on the two ribbed walls are of comparable mag-
nitude. There is clear evidence of patches or streaks of low tem-
peratureshigh Nusselt numberd fluid near the walls. These patches
are a consequence of the colder core fluid being entrained into the
near wall flow structures. The low Nusselt number region in the

Fig. 3 Comparison of streamwise velocity at „a… station 1 and „b… station 2 and cross-stream velocity at „c… station 1 and „d…
station 2
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recirculation region behind the ribs extends roughly 1.5 rib
heights downstream and is nearly two dimensional. On the other
hand, the separation zone upstream of the ribs appears to be more
three dimensional with low temperature streaksshigh Nusselt
numberd that are stretched in the spanwise direction.

The Nusselt number distributions for the rotational casesFigs.
7sad and 7sbdd shows very different behavior near the leading and
trailing wall regions. There are larger zones of high Nusselt num-
ber along the unstable side of the wall produced by the Coriolis
forces that drive the coolant fluid from the core regions toward the
trailing or unstable side. The low temperature streaksshigh Nus-
selt numberd are generally oriented in the streamwise direction
except upstream of the rib where the thermal streaks are oriented
in the spanwise direction.

Figure 8 depicts the isosurfaces of spanwise vorticitysvy

= ±20d. Two different types of spanwise vortices are seen in the
vicinity of the ribs. One is a wall generated vorticitysdark grey
color near the leading wall and light grey color near the trailing
walld and the other is shear layer vorticitysgenerated due to the
separation at the corners of the ribsd. For the stationary case, the
magnitudes associated with both vortical structures are almost
same on either of the walls. The separating shear layer shows
clear evidence of reattachment and is seen to be discontinuous or
shredded along the span of the ribs. In contrast, the separating
shear layer in the flow past a cylinder placed in infinite medium

shows continuity along its span upto a certain streamwise distance
sat least 1–2 diameters downstreamd while being shed down-
stream. The tearing of shear layer in the present case may be
attributed to the interaction between the wall vortices and the
shear layer vortices, which are of opposite sign. The rotational
case reveals that the shear layer on the stable side is seen to be
moving parallel to the wall and there is no reattachment of the
shear layer in the vicinity of the rib. On the other hand, the reat-
tachment of the shear layers near the top unstable wall is quite
evident, and the structures are more prominent and stronger be-
cause of the higher momentum fluid present near the unstable
side.

An isosurface of temperature for both the casessFig. 9d can
provide information on the mixing of the core fluid with the near-
wall regions. The thermal structures themselves appear to be com-
parable in size to the flow structures. Upstream of the rib, the
structures appear to be stretched in the transverse direction, but
reorient themselves to be in the streamwise direction downstream
of the ribs. The stationary casesFig. 9sadd reveals somewhat finer
structures compared to the rotational case. The rotational case
sFig. 9sbdd clearly shows that the isocontours are lifted off the
stable surface to a greater degree compared to the unstable surface
and also relative to the stationary case; this shows less entrain-

Fig. 4 Instantaneous velocity vectors and temperature con-
tours at y =0.0 for „a… Ro=0.0 and „b… Ro=0.12 and Dr /r=0.13,
Re=12,500 „top: trailing wall; bottom: leading wall … Fig. 5 Instantaneous secondary flow structures superim-

posed on temperature contours at x =0.5 for „a… Ro=0.0 and „b…
Ro=0.12 and Dr /r=0.13, Re=12,500 „top: trailing wall; bottom:
leading wall …
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ment and mixing of the core fluid near the stable surface relative
to the entrainment along the unstable surface, and relative to the
stationary case.

Comparison of LES and URANS.Most of the URANS cases
do not show strong unsteadiness at low rotation numbers. Only
mild unsteadiness is observed in the pressure as well ask and «
fields. However, at high rotation numberssRoù0.25d, strong un-
steadiness in the velocity field is observed, and will be discussed
later. Since LES is carried out at low Reynolds numbersRe
=12,500d, rotation numbersRo=0 or 0.12d and density ratio
sDr /r=0.13d, comparison of LES with URANS is done with re-
spect to the mean flow and temperature fields because for these
parameter ranges the URANS computations are only mildly un-
steady, while LES results expectedly show greater unsteadiness.

Figure 10 delineates the time-averaged velocity vector fields
superimposed on the temperature contours at the midtransverse
plane. The zoomed-in views near the ribs are also shown for both
the cases. Though both LES and URANS represent similar overall
mean flow structures, the flow near the ribs in LES is quite dif-
ferent from the URANS. In URANS, only one vortexsseparating
shear layerd is seen in the downstream of both the ribs while LES
shows additional small corner vortices along with the separating
shear layer vortices. Because of these additional vortices, the heat
transfer along the downstream rib surface is stronger for LES than
URANS. This fact is clear from the smaller high temperature re-
gion near the ribs in LES. The strength of the separating shear

layers formed downstream of the ribs is greater in LES than
URANS. The single corner vortex formed in front of the ribs is
found to be bigger in LES than those in URANS. Therefore, the
overall heat transfer from the ribs in LES is stronger than
URANS. The relative contribution of heat transfer from the ribs to
the overall heat transfer on the leading wall is about 34% and 24%
for LES and URANS, respectively. The corresponding values on
trailing wall are 37% and 25%, respectively.

The time-averaged temperature distribution for URANS and
LES are presented in Fig. 11 at the midstreamwise plane. There is
a distinct difference in the temperature contours for the two cases.
The effect of rotation on the temperature field is clearly discerned
through the two lobes in the temperature field. The temperature
contours in the LES results show the formation of two small
counter-rotating lobes along the midportion of the trailing surface,
and correspondingly there is little dip in the temperature contours
in this regionsnot seen in the URANSd. It is quite clear that the
zone near the leading surface show higher temperatures in
URANS compared to LES. The stronger unsteady flow in LES
helps in the near-wall mixing, and in bringing the temperature
down, leading to higher heat transfer ratesssee Table 2d. The
time-averaged Nusselt number distribution near the trailing wall is
plotted in Fig. 12. In the LES results, both the temperature con-
tours in Fig. 11 and the Nusselt number contours in Fig. 12 show
asymmetry about the axial mid planesy=0d. The averaging is
done for over 15 flow-through time periods, and this is generally

Fig. 6 Instantaneous Nusselt number contours of the station-
ary case for Dr /r=0.13, Re=12,500 „a… leading wall and „b… trail-
ing wall

Fig. 7 Instantaneous Nusselt number contours of the rotating
case for Dr /r=0.13, Re=12,500 „a… leading wall and „b… trailing
wall
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long enough to statistically resolve turbulent fluctuations. Increas-
ing the averaging time to 20 flow-through time periods did not
improve the asymmetry. Therefore, this means the presence of a
low-frequency unsteadiness in the flow system. URANS is unable
to capture this because of its diffusive nature.

Comparison of Nusselt number contours from URANS and
LES reveals that URANS gives higher Nusselt number over most
of the regions on the wall. However, the heat transfer on the wall
just before the ribs and from the ribs surfaces is significantly
higher with LES, and leads to a higher overall heat transfer rate.
The three dimensionality of temperature field near the trailing
wall is seen in both LES and URANS simulations. The deviation

from the two dimensionality in temperature distribution down-
stream of the rib in URANS shows that the reattachment is af-
fected by the presence of side walls. However, these variations are
reduced in LES due to the additional mixing and transport pre-
dicted by LES.

Table 2 presents the comparison of time-averaged Nusselt num-
ber for URANS, LES, and experiments. The experiment corre-
sponds to a four pass ribbed ductf5g. The reported experimental
data in the present study are taken from the downstream regions in
the first pass that show near periodic behavior in heat transfer. It
should, however, be noted that the ribs used in the experiments do
not have sharp corners, and the measured Nusselt numbers in the
experiments does not show perfectly periodic behavior. All the
Nusselt number reported in the present study have been normal-
ized with respect to smooth channel Nusselt numbersNu0
=0.0176Re0.8d. The heat transfer on the ribbed walls are nearly
2.5–3 times higher, while that along the smooth side walls are
nearly 1.5 times higher compared to the smooth channel case. For
the rotational case, the trailing/unstable surface reveals the highest
heat transfersnearly 1.5 times greater than stationary valuesd and,
as already discussed, this is because of the secondary flows gen-
erated by the Coriolis forces, and the associated high velocity bulk

Fig. 8 Isosurface of spanwise vorticity „vy = ±20.0… for „a… Ro
=0.0 and „b… R=0.12 and Dr /r=0.13

Fig. 9 Isosurface of temperature „u=0.6… for „a… Ro=0.0 and
„b… R=0.12 and Dr /r=0.13 for LES „top: trailing wall; bottom:
leading wall …
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fluid and higher fluctuations near the trailing surface. Correspond-
ingly, the heat transfer along the leading wall is lesssfactor of
about 0.7 relative to the stationary valuesd because of the lower
bulk flow velocity and decreased velocity and temperature fluc-
tuations. The sidewalls show enhanced heat transfersfactor of
about 1.4d compared to the stationary case since rotation results in
additional secondary flow.

Comparisons among URANS, LES, and experiments show that
the Nusselt number ratios for both stationary as well as rotating
cases reveal similar levels of agreement with data, with the pre-
dictions agreeing to within 20–25% on the leading and trailing
walls and to less than 15% on the sidewalls. The heat transfer
surface area with square ribsscomputationsd is nearly 10% larger
than the rounded ribs in the measurementssall Nusselt numbers
are based on projected areasd, and therefore slightly higher pre-
dicted values should be expected. In view of this, one can con-
clude that the present predictions with both URANS and LES
appear to be quite reasonable. The LES results show higher heat
transfer on all walls for both the stationary and the rotating cases
compared to the corresponding URANS cases. The URANS
model is dissipative in nature and thus damps the flow structures.
Consequently, the heat transfer is less in URANS since the fluc-
tuations of energetic structures that are responsible for high heat
transfer is reduced.

Since LES computations are expensive, and both URANS and
LES appear to give reasonable agreement with measurements, the

parametric effects of the Reynolds number, rotation number and
density ratio are simulated using only URANS. These results are
described next.

Effect of Re. The effect of Reynolds number is carried out
using a rotation number of 0.12 and density ratio of 0.13. Figure
13 represents the velocity vector plots superimposed on tempera-
ture contours for two Reynolds numbers namely, 25,000 and
100,000 at a midstreamwise planesx=0.5d. At both Reynolds

Fig. 10 Time-averaged velocity vectors and temperature con-
tours at y =0.0 for Ro=0.12 and Dr /r=0.13, Re=12,500 „a…
URANS and „b… LES „top: trailing wall; bottom: leading wall …

Fig. 11 Time-averaged temperature contours at x =0.5 for Ro
=0.12 and Dr /r=0.13, Re=12,500 „a… URANS and „b… LES „top:
trailing wall; bottom: leading wall …

Table 2 Comparison of Nusselt number „normalized with Nu 0
=0.0176Re0.8 for simulations and experiments

Re=12,500,sDr /rd=0.13 Sidewall
Leading

wall
Trailing

wall

URANS sno rotationd, square ribs
sStd k-«d

1.51 2.82 2.82

LES sno rotationd, square ribs
sdynamic modeld

1.65 3.10 3.14

Johnson et al.f5g, rounded ribssno
rotationd

2.47 2.50

URANS, square ribs
sStd k-«d sRo=0.12d

2.11 1.83 4.20

LES, square ribs,
sdynamic modeld sRo=0.12d

1.99 2.08 4.45

Johnson et al.f5g, rounded ribs
sRo=0.12d

1.86 1.75 3.72
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numbers, there is clear evidence of strong secondary flow in the
form of two counter rotating vortices induced by the Coriolis
forces. The presence of the ribs distorts the secondary flow struc-
tures, and this is reflected in the pair of secondary vortices ob-
served near the leading surfacesFig. 13sadd. The flow structures at
the two Reynolds numbers do not reveal significant differences.
However, differences are observed between the temperature dis-
tributions of the two cases, with the core fluid at Re=100,000 at a
higher temperature than at Re=25,000. The higher temperature of
the core fluid at the higher Reynolds number decreases the relative
heat transfer ratioswith respect to the smooth wall heat transferd
from the leading and trailing walls. The Nusselt number distribu-
tions on the trailing wall at Re=25,000 and 100,000 are shown in
Figs. 14sad and 14sbd, respectively. The effect of the two counter
rotating secondary vortices is clearly seen in the two high Nusselt
number patches near the trailing wallsFig. 14sadd. The symmetric
pair of high Nusselt number zones moves towards the sidewalls
and become elongated in the streamwise direction at higher Rey-
nolds number. At the same time, the low heat transfer zone just
downstream of the rib shrinks down with the increase in Reynolds
number. While the general distributions at the two Reynolds num-
bers are similar, lower surface temperaturesshigher Nusselt num-
bersd are noted at the higher Re.

Figure 15 shows the effect of the Reynolds number on the
Nusselt number ratio for all three walls namely, the trailing, lead-
ing, and sidewalls. For comparisons, the data of Johnson et al.f5g
are also plotted in the same graph. The present results show good
match with that of Johnson et al.f5g for the leading and side
walls. The present simulation overpredictssby about 10–15%d the

trailing wall Nusselt number ratio for Re=12,500 while it under-
predictssby less than 10%d at Re=25,000. However, in general,
the agreement with the data in the Re range of 12,000–25,000 is
excellent. While the Nusselt number itself increases with Re, the
Nusselt number ratio decreases with increasing Re values indicat-
ing that for ribbed ducts with or without rotation, Re0.8 is not the
appropriate scaling. The trailing wall shows a greater dependence
on the Reynolds number; this Re dependence appears to be greater
at the lower Re valuessRe,50,000d, and decreases somewhat for
Re.50,000. For smooth ducts, the increase in Reynolds number
results in the decrease in viscous sublayer. However, for ribbed
duct, the separation of the shear layer from the front edge of the
rib causes disturbance to the viscous sublayer and as a result the
sublayer becomes less sensitive to the Reynolds number. One po-
tential reason for the observed Re dependence in both smooth and
ribbed ducts is that the hydrodynamic and thermal boundary lay-
ers decrease with an increase in Reynolds number, and therefore,
the spatial interaction and momentum transport between the sepa-
rated shear layer and the boundary layer reduces. This decrease in
momentum exchange causes a reduction in the heat transfer with
increasing Reynolds number.

Effect of Density Ratio. To investigate the effect of density
ratio, the Reynolds number and rotation number are fixed at
25,000 and 0.12, respectively, while the density ratio is varied

Fig. 12 Time-averaged Nusselt number contours on the trail-
ing wall for Ro=0.12 and Dr /r=0.13, Re=12,500 „a… URANS and
„b… LES

Fig. 13 Secondary flow structures superimposed on tempera-
ture contours at x =0.5 for „a… Re=25,000 and „b… Re=100,000,
Ro=0.12 and Dr /r=0.13 „top: trailing wall; bottom: leading
wall …
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between 0 and 0.5. In the present paper, the variation in the buoy-
ancy parameter is achieved by varying the density ratio while
keeping the rotation constant. The buoyancy force is governed by
both the centrifugal forces acting on the fluid and the density
gradient in the fluid. With the wall temperatures higher than the
core temperature, as in the present case, the direction of buoyancy
is radially inward and opposite to the main flow direction. The
opposing direction of buoyancy can produce complex effects in-

cluding increased turbulence production and thickening of the
boundary layer. In Johnson et al.f5g, it has been shown that cen-
trifugal buoyancy leads to an increase in heat transfer along both
leading and trailing walls.

Figures 16sad and 16sbd show the velocity vectors at the mid
streamwise planesx=0.5d for sDr /rd=0.13 and 0.5, respectively.
No significant differences are observed in the flow pattern be-
tween the two vector plots with the primary differences being in
the relative magnitudes of the velocity and temperature. One dis-
tinct difference is that the rib generated secondary flow structure
near the bottom is smaller atsDr /rd=0.5. The corresponding ther-
mal field looks almost similar except that the low temperature
region is shifted closer to the trailing side with increasing density
ratio, and therefore the near-wall temperature atsDr /rd=0.5 is
lower than that atsDr /rd=0.13.

To further explore the behavior near the leading surface, the
Nusselt number distributions on the leading walls forsDr /rd
=0.13 and 0.5 are presented in Figs. 17sad and 17sbd respectively.
With increasing density ratio, higher Nusselt number in the at-
tached flow regions is observed, and at the same time the higher
temperature zonesslow heat transferd before and after the ribs are
smaller in size. However, these differences are relatively small,
and in general, the leading surface heat transfer appears to be
relatively insensitive to density ratio. These observations are con-

Fig. 14 Nusselt number contours on the trailing wall at „a…
Re=25,000 and „b… Re=100,000 for Ro=0.12 and Dr /r=0.13

Fig. 15 Effect of Reynolds number on Nusselt number ratio
for Ro=0.12 and „Dr /r…=0.13

Fig. 16 Secondary flow structures superimposed on tempera-
ture contours „x =0.5… at „a… „Dr /r…=0.13 and „b… „Dr /r…=0.5 for
Ro=0.12 and Re=25,000 „top: trailing wall; bottom: leading
wall …
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sistent with the measurements of Johnson et al.f5g who reported
that for a Ro=0.12, rather small enhancements of leading wall
heat transfer with the density ratio are obtained for a ribbed duct.

Figure 18 depicts the variation of Nusselt number with density
ratio along the trailing, leading and sidewalls at Ro=0.12 and
Re=25,000. Both the leading and trailing surfaces show a mono-
tonic increase in Nusselt number ratio with the density ratio. The
increase is rather modest and is about 10% as the density ratio is
increased from 0 to 0.5. The sidewall Nusselt number ratio is
relatively insensitive to the density ratio.

Effect of Rotation Number. Rotational effects are studied by
varying the rotation number between 0 and 0.5 while keeping the
Reynolds number and the density ratio fixed at 25,000 and 0.13,
respectively. As discussed earlier, the centrifugal buoyancy pa-
rameter represents the combined effect of rotation and density
ratio. Therefore, it is important to note that the variation of rota-
tion gives the combined effect of rotation and buoyancy.

For Ro=0.12 and below, the flow field predicted by URANS is
essentially steady. However, at a rotation number of 0.25 and
more, the flow field reveals strong unsteadiness and is discussed
here. A sequence of time dependent flow structures at three differ-
ent times for Ro=0.5 is presented in Fig. 19. The temporal varia-
tion of vertical velocity as a function of time at the center of the
domain is shown in Fig. 19sad. It is clear that the flow field at
Ro=0.5 shows quasi-periodic behavior. Clear evidence of mul-
tiple frequencies is observed from the signal trace. The snapshots
of velocity vectors with superimposed temperature field atx
=0.5 are presented in Figs. 19sbd–19sdd at three different times. It

is interesting to note that the double rolls seen in other cases at
low rotation number bifurcates and two pairs of counter rotating
rolls are observed. The middle two rolls show larger oscillations
compared to the two side rolls. The continuous growth and shrink-
age of the rolls can be seen in the sequence of figures. The corre-
sponding temperature variations also show clear unsteady
behaviour.

The time-averaged secondary flow field and Nusselt number
variation on trailing wall corresponding to Ro=0.5 are plotted in
Fig. 20. Atx=0.5, two symmetric pairs of rolls can be clearly seen
in the secondary flow pattern in Fig. 20sad. Due to the higher
rotation, the bulk fluid is pushed towards the trailing wall and the
zone near the trailing wall is dominated by cold fluid and higher
vorticity secondary flow. The maximum vorticity in the core of the
secondary flow is 6.0 while the corresponding value at low rota-
tion sRo=0.12d is about 1.3. As a result of the stronger secondary
flow, the heat transfer increases with rotation along the trailing
and sidewalls. The secondary flow pattern at Ro=0.5 appears to
be intrinsically different than at a lower rotation numbersRo
=0.12 in Fig. 16d with four eddies at Ro=0.5, and secondary flow
directed away from the midregions of the trailing surface instead
of being directed towards the trailing surface. The Nusselt number
distribution along the trailing wall is shown in Fig. 20sbd, and
clearly shows two separate zones of low temperatures. At higher
rotation numbers, the Nusselt numbers show a little asymmetry.
This behavior is caused by very low frequency present in the flow.
Averaging of this low frequency demand very long averaging
time. The percentage change in the values of Nusselt number on
the confining walls are checked by increasing the total time of
averaging by 1.5 times, and no noticeable difference is observed.
The minimum period for which averaging is done is more than 15
flow through times. The high temperatureslow heat transferd re-
gion in the middle is a consequence of the central downwash
away from the trailing surface.

Figure 21 shows the mean velocity vectors along with the tem-
perature contours at the midtransverse planesy=0d. At this high
rotation number, the velocity distribution looks different from the
other cases discussed so far. The fluid is pushed strongly towards
the trailing surface to the extent that there is no formation of
corner vortices in front of the rib. The separating shear layer at the
trailing edge is so strong that it penetrates nearly to the center of
the domain. On the other hand, the velocity near the leading edge
reduces to the extent that the flow structures near the leading
surface are significantly altered. Two large vortices, one before

Fig. 18 Effect of density ratio „Dr /r… on Nusselt number ratio
for Ro=0.12 and Re=25,000

Fig. 17 Nusselt number contours on the leading wall at „a…
„Dr /r…=0.13 and „b… „Dr /r…=0.5 for Ro=0.12 and Re=25,000
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and one after the rib, are formed without any evidence of a sepa-
rating shear layer at the rib edge. Due to high rotation the vorticity
of the bulk flow also increases.

Figure 22 presents the line plot showing the variation of Nusselt
number ratio for various rotation numbers. The trailing surface
shows a continuous increase in Nusselt number ratio as the rota-
tion number is increased. This is expected since the rotation-
induced secondary flows push the cold core fluid towards the trail-
ing wall and increase the velocities and turbulent fluctuations near
the trailing wall. The leading wall shows an initial drop in the
Nusselt number ratio until a Ro=0.12. Beyond Ro=0.12, the Nus-
selt number ratio increases with a further increase in rotation, but
does not exceed the stationary case value. It has already been
discussed that the increase in rotation number causes an increase
in the buoyancy forces and it is this effect that is partly respon-

sible for increasing the heat transfer at the leading wall. To inves-
tigate this further, simulation is performed at Ro=0.25 without
any buoyancy. The Nusselt number ratios along the side, leading,
and trailing walls for no buoyancy case are found to be 1.51, 1.69,
and 3.30, respectively, and are less than the corresponding values
of 1.53, 1.84, and 3.47 with a density ratio of 0.13. The other
factors that may play a role in the leading wall heat transfer at
high Ro are the large vortices generated upstream and downstream
of the rib. Johnson et al.f5g also observed similar behavior. They
found that in the lower rotation number ranges0–0.23d, there is a
decrease in the Nusselt number ratio on the leading wall and the
ratio increases with further increase in rotation. The same behav-
ior is seen here except the minimum point is located at Ro=0.12.
The lower Ro number at which the transition in the trend occurs

Fig. 19 „a… Signal traces of the vertical velocity at x =0.5, y =0, z=0, „b…–„d… secondary flow structures superimposed on tempera-
ture contours „x =0.5… at „b… time=14.53, „c… 25.88, and „d… 32.90 for Re=25,000, „Dr /r…=0.13 and Ro=0.5 „URANS… „top: trailing
wall; bottom: leading wall …
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may be related to the square rib profile used in the present study,
while in Ref. f5g a rounded rib profile was used. The sidewalls
reveal increasing heat transfer with rotation since higher rotation
causes stronger secondary flow.

Concluding Remarks
Results from LES and URANS of flow and heat transfer in a

rotating ribbed duct with isothermal walls and staggered ribs are
presented. The effect of Coriolis forces and centrifugal buoyancy
are included in the simulations. The following conclusions emerge
from the present study.

• Heat transfer predictions with LES and URANS agree well
swithin 20%d with experimental data in rotating smooth and
rotating ribbed ducts over a wide range of Reynolds number
and Rotation numbers.

• The LES results reveal that the flowfield is characterized by
unsteady coherent structures, and that these structures play an
important role in the mixing and heat transfer. The thermal
structures downstream of the rib have streamwise orientations
similar to the flow structures. The URANS results show only
mild unsteadiness at Ro less than 0.25, but exhibit significant
flow unsteadiness and dynamics of the secondary flow struc-
tures at a rotation number of 0.5. The secondary flow exhibits
four eddies at Ro=0.5 compared to two eddies at a lower Ro.
The different secondary flow patterns substantially influence
the heat transfer distributions on the trailing wall.

• With increasing Re, the heat transfer ratio decreases mono-
tonically with the trailing wall exhibiting the greatest depen-
dence. The Re0.8 scaling is clearly inadequate for ribbed duct
flows.

• Rotation causes heat transfer on the trailing and sidewalls to
increase monotonically. However, the leading wall shows an
initial decrease in heat transfer until Ro=0.12. The leading
wall heat transfer increases beyond Ro=0.12 because of the
increased effect of centrifugal buoyancy at high rotation.
However, it does not exceed the stationary duct value. The
Nusselt numbers on both leading and trailing surfaces are
higher with centrifugal-buoyancy effects included.

• With increasing density ratio, the leading and trailing walls
show an increase in the Nusselt number ratio. However, along
the sidewalls the Nusselt number ratio is relatively insensitive
to the density ratio.
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Fig. 21 Time averaged vectors on temperature contours at y
=0.0 for Re=25,000, „Drr…=0.13 and Ro=0.5. „top: trailing wall;
bottom: leading wall …

Fig. 22 Effect of rotation number on Nusselt number ratio for
Re=25,000, „Dr /r…=0.13

Fig. 20 Time averaged „a… secondary flow and temperature
contours at x =0.5, „top: trailing wall …; bottom: leading wall. „b…
Trailing wall Nusselt number distribution for Re=25,000,
„Dr /r…=0.13 and Ro=0.5
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Nomenclature
B 5 width of the duct

Bo 5 buoyancy parameter,sDr /rdRo2RM

e 5 height of the ribs
H 5 hydraulic diametersheightd of the duct
K 5 thermal conductivity of fluid/solid
Lx 5 streamwise extent of the periodic domain

Nu 5 −fus]u /]ndun=0g / suw−ubd
P 5 total pressure, pitch of the array of ribs
p 5 periodic component of pressure

Pr 5 Prandtl number,n /a
qj 5 turbulent thermal subgrid stress

Re 5 Reynolds number,uavB/n
r j 5 radius of rotation

RM 5 mean radius of rotation
Ro 5 rotation number,VB/uav

t 5 time
T 5 temperature

ū, v̄ ,w̄ 5 nondimensional filtered velocity inx, y, and z
directions

u8 ,v8 ,w8 5 nondimensional unfilterd velocities inx, y, andz
directionssLESd

u9 ,v9 ,w9 5 nondimensional incoherent or random compo-
nents velocities in x, y, and z directions
sURANSd

uz 5 friction velocity
y-plus 5 y expressed in wall coordinatess=yut/nd

Greek Symbols
b 5 mean pressure gradient

«i jk 5 alternating tensor
di j 5 Kronecker delta
u 5 nondimensional periodic component of tempera-

ture, sT−Twd / sTm1−Twd
Dr /r 5 coolant-to-density ratio,sTw−Tbd /Tw

vi 5 instantaneous vorticity,«i jk]uk/]xj
ti j 5 subgrid stress

dx,dy,dz 5 mesh spacing inx, y, z directions

Subscripts
b 5 bulk
w 5 wall

m1,m2 5 periodic planes
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Nusselt Numbers and Flow
Structure on and Above a Shallow
Dimpled Surface Within a
Channel Including Effects of Inlet
Turbulence Intensity Level
Experimental results from a channel with shallow dimples placed on one wall are given
for Reynolds numbers based on channel height from 3,700 to 20,000, levels of longitu-
dinal turbulence intensity from 3% to 11% (at the entrance of the channel test section),
and a ratio of air inlet stagnation temperature to surface temperature of approximately
0.94. The ratio of dimple depth to dimple print diameterd /D is 0.1, and the ratio of
channel height to dimple print diameter H/D is 1.00. The data presented include friction
factors, local Nusselt numbers, spatially averaged Nusselt numbers, a number of time-
averaged flow structural characteristics, flow visualization results, and spectra of longi-
tudinal velocity fluctuations which, at a Reynolds number of 20,000, show a primary
vortex shedding frequency of 8.0 Hz and a dimple edge vortex pair oscillation frequency
of approximately 6.5 Hz. The local flow structure shows some qualitative similarity to
characteristics measured with deeper dimples (d /D of 0.2 and 0.3), with smaller quan-
titative changes from the dimples asd /D decreases. A similar conclusion is reached
regarding qualitative and quantitative variations of local Nusselt number ratio data,
which show that the highest local values are present within the downstream portions of
dimples, as well as near dimple spanwise and downstream edges. Local and spatially
averaged Nusselt number ratios sometimes change by small amounts as the channel inlet
turbulence intensity level is altered, whereas friction factor ratios increase somewhat at
the channel inlet turbulence intensity level increases. These changes to local Nusselt
number data (with changing turbulence intensity level) are present at the same locations
where the vortex pairs appear to originate, where they have the greatest influences on
local flow and heat transfer behavior.fDOI: 10.1115/1.1861913g

Introduction

Dimples are used on the surfaces of internal flow passages be-
cause they produce substantial heat transfer augmentations, with
pressure drop penalties which are smaller than many other types
of heat augmentation devices, such as pin fins and rib turbulators.
Arrays of dimples accomplish this:sid by ejecting multiple pairs
of vortices, which increase secondary advection, and local, three-
dimensional turbulence transport, as they advect downstream, and
sii d by not protruding into the flow, and therefore, by not increas-
ing losses due to form dragf1–3g. Also important are the unsteadi-
ness associated with vortex pair shedding, and the reattachment of
the shear layer which forms across the top of each dimple.
Dimples are also attractive heat transfer augmentation devices be-
cause they generally require uncomplicated manufacturing proce-
dures, particularly if the dimple shape is a spherical indentation.
Because of this characteristic, dimples do not add extra weight
onto a component, especially if surface material is removed to
form the dimples. On thinner materials, an indentation producing
device can be used to form the dimples, which then gives protru-

sions on the opposite side. This then leads to another advantage
because substantial heat transfer augmentations are also provided
by the array of protrusionsf4,5g.

A number of heat transfer studies from Russia utilize dimples.
These studies employ flows over flat walls with regular arrays of
spherical pitsf6g, flows in annular passages with a staggered array
of concave dimples on the interior cylindrical surfacef7g, flows in
single hemispherical cavitiesf8,9g, flows in diffuser and conver-
gent channels each with a single hemispherical cavityf10g, and
flows in a narrow channel with spherically shaped dimples placed
in relative positions on two opposite surfacesf11g. Heat transfer
augmentations as high as 150%, compared to smooth surfaces, are
reported, sometimes with appreciable pressure lossesf7g. Other
recent data shows that the enhancement of the overall heat transfer
rate is about 2.5 times smooth surface values over a range of
Reynolds numbers, and pressure losses are about half the values
produced by conventional rib turbulatorsf12g. A computational
simulation of flows over dimpled surfaces in a channel gives flow
structures, flow streamlines, temperature distributions, and result-
ing surface heat transfer distributions for similar geometries and
flow conditionsf13g. Moon et al.f14g give data that show that
improvements in heat transfer intensification and pressure losses
remain at approximately constant levels for different Reynolds
numbers and channel heights. Mahmood et al.f1g describe the
mechanisms responsible for local and spatially averaged heat
transfer augmentations on flat channel surfaces with an array of
dimples on one wall for one channel height, equal to 50% of the
dimple print diameter. Other recent investigations consider flow
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and heat transfer in single spherical cavitiesf15g, the effects of
dimple depth on vortex structure and surface heat transferf16g,
the effects of deep dimples on local surface Nusselt number dis-
tributionsf2g, the combined influences of aspect ratio, temperature
ratio, Reynolds number, and flow structuref3g, and the flow struc-
ture due to dimple depressions on a channel surfacef17g.

The present study is unique and different from existing studies
because the effects of shallow dimples, with a ratio of dimple
depth to dimple print diameterd /D of 0.1, are investigated. Of
particular interest are the effects of different inlet turbulence in-
tensity levels on local Nusselt numbers, spatially averaged Nusselt
numbers, and friction factors. The experimental results, measured
on a test surface with shallow dimples, placed on one wall of a
channel, are given for Reynolds numbers based on channel height
from 3,700 to 20,000, levels of longitudinal turbulence intensity
from 3% to 11%sat the entrance of the channel test sectiond, and
a ratio of air inlet stagnation temperature to surface temperature of
approximately 0.94. The ratio of channel height to dimple print
diameterH /D is 1.00. As such, the present experiment is designed
to model internal cooling passages of the airfoils employed in gas
turbines used for utility power generation. However, the improve-
ments in surface heat transfer augmentation produced by arrays of
dimples are also useful in a variety of other practical applications,
including electronics cooling, heat exchangers, micro-scale pas-
sages, bio-medical devices, and combustion chamber liners.

Experimental Apparatus and Procedures

Channel and Test Surface for Heat Transfer Measure-
ments.A schematic of the facility used for heat transfer measure-
ments is given by Burgess et al.f2g and by Mahmood and Ligrani
f3g. The air used within the facility is circulated in a closed-loop.
One of three circuits is employed, depending upon the Reynolds
number requirements in the test section. For Reynolds numbers
ReH less than 10,000, a 102 mm inner diameter pipe is used,
which is connected to the intake of an ILG Industries 10P type
centrifugal blower. For Reynolds numbers between 10,000 and
25,000, the 102 mm pipe is connected to the intake of a Dayton
7C554 radial drive blower. For higher Reynolds numbers, a 203
mm inner diameter pipe is employed with a New York Blower Co.
7.5 HP, size 1808 pressure blower. In each case, the air mass flow
rate from the test section is measuredsupstream of whichever
blower is employedd using an ASME standard orifice plate and
Validyne M10 digital pressure manometer. The blower then exits
into a series of two plenumss0.9 m square and 0.75 m squared. A
Bonneville cross-flow heat exchanger is located between two of
these plenums. As the air exits the heat exchanger, it enters the
second plenum, from which the air passes into a rectangular bell
mouth inlet, followed by a honeycomb, two screens, and a two-
dimensional nozzle with a contraction ratio of 10. This nozzles
leads to a rectangular cross-section, 411 mm by 50.8 mm inlet
duct which is 1219 mm in length. This is equivalent to 13.5 hy-
draulic diametersswhere hydraulic diameter is 90.4 mmd. Bound-
ary layer trips are employed on the top and bottom surfaces of the
inlet duct, just upstream of the test section, which follows with the
same cross-section dimensions. It exits to a 0.60 m square ple-
num, which is followed by two pipes, each containing an orifice
plate, mentioned earlier.

Figure 1sad presents geometric details of the test section, in-
cluding the bottom dimpled test surface, and the top smooth sur-
face. Dimple geometry details are then given in Fig. 2. In the
present study, a total of 29 rows of dimples are employed in the
streamwise direction, with 4 or 5 dimples in each row. The
dimples are positioned on the surface in a staggered array. Note
that the amount of rounding around the perimeter of each dimple
swhere the dimple joins the flat part of the test surfaced has an
important influence on heat transfer and skin friction augmenta-

tions. Also identified in Fig. 1sad is the test section coordinate
system employed for the study. Note that theY coordinate is nor-
mal from the test surface.

Local Nusselt Number Measurement.All exterior surfaces of
the facility sbetween the heat exchanger and test sectiond are in-
sulated with Styrofoamsk=0.024 W/mKd, or 2 to 3 layers of
2.54 cm thick, Elastomer Products black neoprene foam insulation
sk=0.038 W/mKd to minimize heat losses. Calibrated copper-
constantan thermocouples are located between the three layers of
insulation located around the entire test section to determine con-
duction losses. Between the first layer and the 3.2 mm thick
acrylic, dimpled test surface is a custom-made Electrofilm etched-
foil heater sencapsulated between two thin layers of Kaptond to
provide a constant heat flux boundary condition on the bottom
dimpled test surface. This custom-made heater is designed so that
it follows the convex contour of the test surface behind each
dimple sFig. 1sbdd.

The bottom dimpled acrylic surface contains 24 copper-
constantan thermocouples. Each of these thermocouples is located
0.05 cm just below this surface to provide measurements of local

Fig. 1 Schematic diagrams of: „a… The top and bottom dimpled
test surfaces, and „b… cross-sectional view of the heated test
surface. All dimensions are given in cm.

Fig. 2 Schematic diagram of individual dimple geometry de-
tails for the present study. All dimensions are given in cm.
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surface temperatures, after correction for thermal contact resis-
tance and temperature drop through the 0.05 cm thickness of
acrylic. Acrylic is chosen because of its low thermal conductivity
sk=0.16 W/mK at 20°Cd to minimize streamwise and spanwise
conduction along the test surface, and thus minimize “smearing”
of spatially varying temperature gradients along the test surface.
The surface of the acrylic is painted flat black to improve its
surface emissivity for the infrared imaging. The power to the foil
heater is controlled and regulated using a variac power supply.
Energy balances, performed on the heated test surface, then allow
determination of local magnitudes of the convective heat flux.

The mixed-mean stagnation temperature of the air entering the
test section is measured using five calibrated copper-constantan
thermocouples spread across the inlet cross section. To determine
this temperature, measured temperatures are corrected for thermo-
couple wire conduction losses, channel velocity variations, as well
as for the differences between stagnation and recovery tempera-
ture. Magnitudes of the local mixed mean temperatures at differ-
ent locations though the test section,Tmx, are then determined
using energy balances, and the mixed mean temperature at the
inlet of the test section. Because of the way in which it is mea-
sured, this inlet temperature is also a stagnation value. The ther-
mal conductivityk used to determine local Nusselt numbers is
based on this inlet stagnation temperature. Because mixed mean
temperature variations through the test section are always less
than 3.0°C, thermal conductivity magnitudes based on inlet stag-
nation temperature are only slightly different from values based
on local mixed mean temperature.

Five calibrated copper-constantan thermocouples are also
spread over the exit of the test section duct. Mixed-mean tempera-
tures, estimated from temperatures measured with these five ther-
mocouplessand accounting for velocity variations across the
channel cross-sectiond, match values determined from energy bal-
ances within a few percent for all experimental conditions inves-
tigated. All measurements are obtained when the test facility is at
steady-state, achieved when each of the temperatures from the 24
thermocouplesson the bottom dimpled test surfaced vary by less
than 0.1°C over a 10 min period.

To determine the surface heat fluxsused to calculate heat trans-
fer coefficients and local Nusselt numbersd, the total convective
power level, provided by the etched foil heater, is divided by the
flat, projected test surface area corresponding to that foil heater.
Spatially resolved temperature distributions along the bottom test
surface are also determined using infrared imaging in conjunction
with thermocouples, energy balances, digital image processing,
andin situ calibration procedures. To accomplish this, the infrared
radiation emitted by the heated interior surface of the channel is
captured using a VideoTherm 340 Infrared Imaging Camera,
which operates at infrared wavelengths from 8 to 14mM. Tem-
peratures, measured using the calibrated, copper-constantan ther-
mocouples distributed along the test surface adjacent to the flow,
are used to perform thein situ calibrations simultaneously as the
radiation contours from surface temperature variations are
recorded.

This is accomplished as the camera views the test surface
through a custom-made, zinc-selenide windowswhich transmits
infrared wave lengths between 6 and 17mmd located on the top
wall of the test section. Reflection and radiation from surrounding
laboratory sources are minimized using an opaque shield which
covers the camera lens and the zinc-selenide window. As shown in
Fig. 1, this window can be positioned either at an upstream loca-
tion or a downstream location. Note that the downstream location
is located just above the 26th to 29th rows of dimples downstream
from the leading edge of the test surface. Twelve thermocouple
junction locations are present in the infrared field viewed by the
camera. The exact spatial locations and pixel locations of these
thermocouple junctions and the coordinates of a 12.7 by 12.7 cm
field of view are known from calibration maps obtained prior to
measurements. During this procedure, the camera is focused, and

rigidly mounted and oriented relative to the test surface in the
same way as when radiation contours are recorded. Voltages from
the thermocouples are acquired using a Hewlett-Packard 44422T
data acquisition card installed in a Hewlett-Packard 3497A data
acquisition control unit, which is controlled by a Hewlett-Packard
A4190A Series computer.

With these data, gray scale values at pixel locations within
video taped images from the infrared imaging camera are readily
converted to local Nusselt number values. Because such calibra-
tion data depend strongly on camera adjustment, the same bright-
ness, contrast, and aperture camera settings are used to obtain the
experimental data. Thein situ calibration approach rigorously and
accurately accounts for these variations.

The images from the infrared camera are recorded as 8-bit gray
scale directly into the memory of a Dell Dimension XPS T800r
PC computer using a Scion Image Corporation Frame grabber
video card, andSCION IMAGE V.1.9.2 software. Three sets of 60
frames are recorded at a rate of one frame per second. All of 180
resulting images are then ensemble averaged to obtain the final
gray scale data image. This final data set is then imported into
MATLAB version 6.0.0.88sRelease 12d software to convert each of
256 possible gray scale values to local Nusselt number at each
pixel location using calibration data. Each individual image cov-
ers a 300 pixel by 300 pixel area.

Friction Factors. The wall static pressures are measured along
the test section simultaneously as the heat transfer measurements
are conducted, using 12 static pressure taps, located 25.4–80 mm
apart along one of the test section side walls. These measurements
are made in the test section with the dimples, as well as in a
baseline test section with smooth surfaces on all four walls. The
friction factors are then determined from streamwise pressure gra-
dient magnitudes. The pressures from the wall pressure taps are
measured using Celesco LCVR pressure transducers. The signals
from these transducers are processed using Celesco CD10D
Carrier-Demodulators. Voltages from the Carrier-Demodulators
are acquired using a Hewlett-Packard 44422A data acquisition
card installed in a Hewlett-Packard 3497A data acquisition control
unit, which is controlled by a Hewlett-Packard A4190A Series
computer. With this apparatus, 100 sequential measurements are
acquired and measured from each pressure transducer, over a time
period of about 20 s.

Time-Averaged Flow Velocity Components and Pressure.A
second experimental facility, with the same interior dimensions
and also described by Burgess et al.f2g and Mahmood and Ligrani
f3g, is used for flow visualizations and measurements of flow
structural characteristics. Within this apparatus, a 1.27 mm diam-
eter miniature five-hole pressure probe, manufactured at the Uni-
versity of Utah especially for such measurements, is used to ob-
tain time-averaged surveys of total pressure, static pressure, and
the three mean velocity componentsf18,19g. These data are then
used to deduce distributions of streamwise vorticity. To obtain the
surveys, the probe employed is mounted on an automated two-
dimensional traverse, and inserted into the test section through a
slot lined with foam to prevent air leakage. The centerline of this
probe is traversed as close as about 5 mm from the test section top
wall, and as close as approximately 5 mm from the test section
bottom wall. The output ports of the probe are connected either to
Validyne DP103-06 pressure transducerssto measure differential
pressures up to 2.5 mm of waterd, or Celesco LCVR pressure
transducerssto measure differential pressures up to 20.0 mm of
waterd. Signals from the transducers are then processed using Ce-
lesco CD10D Carrier-Demodulators. Voltages from the Carrier-
Demodulators are acquired using a Hewlett-Packard 44422A data
acquisition card installed in a Hewlett-Packard 3497A data acqui-
sition control unit. This control unit, two Superior Electric type
M092-FD310 Mitas stepping motors on the two-dimensional
traverse, a Superior Electric Modulynx Mitas type PMS085-
C2AR controller, and a Superior Electric Modulynx Mitas type
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PMS085-D050 motor drive are controlled by a Hewlett-Packard
A4190A Series computer. Contour plots of measured quantities
are generated using a polynomial interpolating techniqueswith
DELTAGRAPH softwared between data points. In each survey plane,
1560 data points are spaced 2.54 mm apart. Data obtained at each
one of these locations is time-averaged over a period of about
30 s. Additional details of the five-hole probe measurement pro-
cedures, including calibration details and procedures to account
for velocity gradients and finite spatial resolution, are given by
Ligrani et al.f18,19g.

Flow Visualization of Instantaneous Flow Structure. Flow
visualization using smoke is used to identify vortex structures and
other secondary flow features. Smoke from three horizontally ori-
ented smoke wires is employed for this purpose. These are located
6.0, 12.0, and 18.0 mm from the bottom test surface atX
=205.5 mm, which is above the center of the fifth dimple row
along the shallow dimple test surface. To produce sheets of
smoke, each wire is first coated with Barts Pneumatics Corp. su-
per smoke fluid and then powered using a Hewlett-Packard 6433B
DC power supply. With this arrangement, the smoke forms into
single thin planes parallel to the test surface. As the smoke is
advected downstream, the secondary flows which accompany vor-
tex and secondary flow development cause the smoke to be rear-
ranged in patterns which show the locations and distributions of
these flow phenomena. Smoke patterns are illuminated in
spanwise-normal light planes located atX=616.5 mmsabove the
center of the fifteenth dimple rowd using a thin sheet of light
provided by a Colotran ellipsoidal No. 550, 1000 Watt spot light,
and a slits machined in two parallel metal plates. Images are re-
corded using a Panasonic WV-BP330 CCTV video camera. The
analog images from this camera are acquired and then digitized
using a Scion Image Corporation Frame grabber video card, and
SCION IMAGE V.1.9.2software. The resulting images are then further
processed using a Dell P4 Precision 330 PC computer. An addi-
tional discussion of many of the procedures used for flow visual-
ization is provided by Ligranif20g.

Longitudinal Turbulence Intensity Measurements and Spec-
tra of Longitudinal Velocity Fluctuations. A single, horizontal-
type platinum-plated tungsten hot-wire sensor, with a diameter of
5.0 mm and a length of 2.54 mm, is employed to measure the time
varying longitudinal component of velocity at the inlet of the test
section, and within the test section. The time-averaged longitudi-
nal velocity, longitudinal turbulence intensity, and turbulence
length scale are then determined from these measurements. When
the probe is traversed over a measurement plane, it is positioned
and controlled using the same two-dimensional traverse, control-
ler, and drive as are employed with the five-hole pressure probe.
When the hot-wire sensor is used to measure the inlet turbulence
intensity level, the sensor is located in the center of the channel
cross-sectionsZ=0 cm, Y=2.54 cmd, at X=2.0 cm, which is just
above parts of dimples in the first streamwise row.

The hot-wire probe is driven by a Disa 55M10 constant-
temperature hot-wire anemometer bridge with an overheat ratio of
1.6. The analog signal from this bridge is then processed using a
Dantec 56N20 signal conditioner with a low-pass, anti-aliasing
filter set to 1.0 kHz. The time-varying output voltage signal is
then sampled at a 2.0 kHz rate using a DATEL PCI441D I/O
board installed in the Dell Precision 530 PC workstation. During
each measurement, 60,000 voltage values are sampled over a 30 s
period. Data are acquired usingLABVIEW 6.1 software and then
processed further usingMATLAB 6.1 software, including determina-
tion of the turbulence length scale. This is accomplished by inte-
grating the autocorrelation functions which are deduced from the
time-varying longitudinal velocity signals. The entire measure-
ment system, including the hot-wire sensor, is calibrated along the
centerline of the channel. A Kiel type pressure probe, wall static
taps, and a copper-constantan thermocouple are used to measure
and determine the total pressure, static pressure, static tempera-

ture, and streamwise velocity at the test section location where the
calibration is conducted.

Power spectra density profiles of streamwise velocity fluctua-
tions su8d are obtained using 4096s212d point of Fast-Fourier-
TransformssFFTd. Each power spectra density profile is deter-
mined from an ensemble average of 100 individual profiles
obtained over overlapping time intervals which are spread over a
total time period of 30 s.

Uncertainty Estimates. Uncertainty estimates are based on
95% confidence levels and are determined using methods de-
scribed by Kline and McClintockf21g and Moffat f22g. The un-
certainty of temperatures measured with thermocouples is
±0.15°C. The spatial and temperature resolutions achieved with
the infrared imaging are about 0.5 mm and 0.8°C, respectively.
This magnitude of temperature resolution is due to uncertainty in
determining the exact locations of thermocouples with respect to
pixel values used for thein situ calibrations. The local Nusselt
number uncertainty is then about ±6.8%. Corresponding Nusselt
number ratio uncertainty is about ±0.14sfor a ratio of 1.50d, or
±9.4%. Note that all uncertainties of local Nusselt numbers con-
sider variations of surface heat flux which may be present due to
small changes of the thickness of the acrylic which comprises the
dimpled test surface. The friction factor ratio uncertainty is ap-
proximately ±5.0% forf / fo equal to 1.40. Reynolds number un-
certainty is about ±2.0% for ReH of 17,800. The experimental
uncertainties of time-averaged magnitudes of local total pressure
srelative to atmospheric pressured, local static pressuresrelative to
atmospheric pressured, local streamwise velocity, and local
streamwise vorticity are ±4.0%, ±4.0%, ±2.5%, and ±8.0%, re-
spectively. The estimated uncertainties of the time-averaged mag-
nitudes of the spanwise and normal velocity components are about
±8.0%, and ±10.0%, respectively. The estimated uncertainty of
the time-averaged magnitude of the longitudinal Reynolds normal
stresssor the mean-square of the fluctuating velocity componentd
is about ±5.0%.

Experimental Results and Discussion

Baseline Nusselt Numbers.Two different sets of baseline Nus-
selt numbers are measured for two different purposes. In both
cases, constant-property baseline Nusselt numbers are measured
in a smooth rectangular test section with smooth walls on all
surfaces and no dimples, for a ratio of inlet stagnation temperature
to a surface temperature of 0.93–0.94 and an inlet turbulence in-
tensity level of 3.3%. The baseline measurements are also time-
averaged, and made in the downstream portion of the test section,
where the channel flow is hydraulically and thermally fully devel-
oped. Thefirst setis measured in a channel with an aspect ratio of
4 with heating on all four channel surfacesswith constant heat
flux boundary condition around the entire test sectiond to verify
the experimental apparatus and procedures employed. Thesecond
setis measured in a channel with an aspect ratio of 8swhich is the
same aspect ratio employed for the present dimple surface mea-
surementsd to provide baseline Nusselt numbers Nuo to normalize
values measured on the dimpled surface. In this case, only the
bottom channel surface is heated to provide the same type of
thermal boundary condition as when the dimples are installed.
Except for the absence of the dimples, all geometric characteris-
tics of the channel are then the same as when the dimpled test
surface is installed.

Baseline Nusselt numbers for both sets of conditions are shown
in Fig. 3. Also included in this figure is the Dittus–Boelter smooth
circular tube correlationf23g, which is given by

Nuo = 0.023ReDh
0.8Pr0.4 s1d

The agreement between Eq.s1d and the first set of baseline data
sobtained with all four walls heatedd, shown in Fig. 3 for the entire
range of Reynolds numbers ReDh examined, provides a check on
the experimental apparatus and procedures. This first set of

324 / Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



spatially-averaged Nusselt numbers are determined from measure-
ments made on the top and bottom walls.

Because of the different thermal boundary conditions em-
ployed, Fig. 3 shows that baseline Nusselt numbers with heating
only on one wall are generally lower than the values given by Eq.
s1d, when compared at the same Reynolds number based on hy-
draulic diameter. The lower values are due to larger differences
between local wall temperature and local mixed mean temperature
for the same magnitudes of surface heat flux. As mentioned, the
baseline values are employed to normalize dimpled surface Nus-
selt numbers. In some cases, this is accomplished by interpolating
between the darkened data points in Fig. 3 using a polynomial
equation.

Augmentation of the Longitudinal Turbulence Intensity.
The device used to augment turbulence intensity levels at the inlet
of the test section is shown in Fig. 4. It consists of two plenums,
each of which supplies a row of injection holes located on each
side of the channel. A splitter plate is then also located along the
mid-plane of the channel. The plenum supply pressure level can
be varied to alter the magnitude of the longitudinal turbulence
intensity. The value with no jets is 3.3%. Values as high as about
11%, are possible with a plenum supply pressure of about 38 psia.
For this range of supply pressures, magnitudes of the turbulence
length scale range from about 10.7 mm to about 16.8 mm.

To determine the longitudinal turbulence intensity, the instanta-
neous velocity signalu is expressed as the sum of a time-averaged
componentū and a fluctuating componentu8, such that

ui = ū + ui8,

where the subscripti denotes one instantaneous result. The turbu-
lence intensity is then the root-mean-square of the fluctuating
component divided by the magnitude of the mean component. An
autocorrelation functionsACFd for one location in the flow is used
to calculate the integral length scalesor the turbulence length
scaled, by integrating the autocorrelation function with respect to
the time lag. The result is subsequently multiplied by the mean
velocity to get the integral length scale, which is representative of
the sizes of the largest eddies in the turbulent flow field.

Effects of Inlet Turbulence Intensity Level on Local Nusselt
Number Tatios. The local Nusselt number ratios are given in Fig.
5, which are measured with shallow dimples on one channel sur-
face and heating on one channel surface, ford /D=0.1, H /D=1,
ReH=17,800,Tu=0.033, and no augmentation of turbulence in-
tensity levels. Note that the baseline Nusselt numbers, used for
normalization of the values presented, are obtained using the same
thermal boundary conditions and heating arrangement as when

dimples are used on the measurement surface. In addition, heat
transfer coefficients and heat flux valuessused to determine Nus-
selt numbersd are based on flat projected areas in both cases. Here,
the Nuo values used for normalization are measured atTu=0.33
and the same Reynolds numbers as the Nusselt numbers measured
on the dimpled surface.

The bulk flow direction in Fig. 5 is from left to right in the
direction of increasingX/D. Eachd /D=0.1 dimple is located in
the vicinity of each circular Nusselt number distribution. Note that
the position of each dimple is indicated using a dashed circular
line. Also notice that local Nu/Nuo values are lowest in the up-
stream halves of the dimples. Each of these is positioned beneath

Fig. 3 Baseline, constant property Nusselt numbers, mea-
sured with smooth channel surfaces and constant heat flux
boundary condition, for a ratio of inlet stagnation temperature
to surface temperature of 0.93–0.94, as dependent upon Rey-
nolds number based on hydraulic diameter. Data are given for
all four walls heated, and for one wall heated.

Fig. 4 Apparatus employed to increase the magnitude of the
longitudinal turbulence intensity in the channel

Fig. 5 Local Nusselt number ratio data from a channel with
shallow dimples on one channel surface, and heating on one
channel surface, for d /D=0.1, H/D=1, Tu =0.033, and ReH
=17,800
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a region of re-circulating flow, where advection velocities in the
flow located adjacent to the surface are very low. Nusselt number
ratios then increase progressively withX/D along the dimpled
surface. The values then become highest near the diagonal and
downstream edges of the dimples, and on the flat surfaces just
downstream of these locations. Here, localNu/Nuo augmentations
are as high as 1.6 because of reattachment of the shear layer
which forms across the top of each dimple, and because of the
multiple vortex pairs which are periodically shed from each
dimple. Ford /D=0.1,H /D=1.0, and ReH=17,800, one relatively
large vortex pair is shed from the central part of each dimple, and
two smaller vortex pairs are shed from the spanwise edges of each
dimple. These edge formed vortex pairs then strengthen as they
advect downstream next to the edges of other dimples. This is
discussed in more detail later in the paper, and occurs because of
the staggered arrangement of the dimples on the test surface,
which causes each “edge” vortex pair to be located first on the
right edge of a dimple, then on the left edge of another dimple,
and so on. The result is interconnected regions of high local Nus-
selt number ratios, located diagonally between adjacent dimples,
as shown in Fig. 5. Similar qualitativeNu/Nuo variations are
present on dimpled surfaces withd /D=0.2 f1g andd /D=0.3 f2g,
even though local quantitativeNu/Nuo ranges and magnitudes
generally increase asd /D increases.

Figure 6 shows local Nusselt number ratio data from a channel
with shallow dimples on one channel surface, and heating on one
channel surface, ford /D=0.1, H /D=1, ReH=18,100, andTu
=0.069. These data are thus obtained with an augmented turbu-
lence intensity level at the channel entrance, and are presented to
show the effects of turbulence distribution, with only small quan-
titative variations as the turbulence intensity level is altered. Such
small quantitative differences are most apparent near dimple span-
wise edges, within the downstream portions of dimples, and on
the flat surfaces just downstream of dimple rims, where local
Nu/Nuo values decrease somewhat asTu increases. This is partly
because of changes to the vortices shed by the dimples, which
occur as the level of inlet turbulence intensity changes.

Additional information on localNu/Nuo variations with are
presented in Figs. 7 and 8. Figure 7 presents local Nusselt number
ratios along the test surface spanwise centerline,Z/D=0.0, and
Fig. 8 presents local Nusselt number ratios along a line of constant
X/D=23.18. In each of these figures, data are given for different
levels of inlet longitudinal turbulence intensityTu for the channel
with shallow dimples on one channel surface, and heating on one
channel surface, for d /D=0.1, H /D=1, and ReH
=17,800–18,300. Both of these figures show that Nusselt number
ratios, measured at different levels of channel inlet longitudinal
turbulence intensityTu, are similar within the upstream parts of
the dimples, where local values are also lowest. Local ratios then

generally show slight decreases asTu increases within the down-
stream portions of the dimples, and on the flat surfaces just down-
stream of the dimples, but in most cases, variations with increas-
ing Tu are relatively small. In each case, local and spatially
averaged Nusselt number ratiosslike the ones shown in Fig. 9d are
thus either approximately constant asTu increases from 0.033 to
0.107, or decrease slightly at a particular location asTu increases
from 0.033 to 0.107. The decreases, when present, are due to
slightly diminished transport capabilities of the vortices and sec-

Fig. 6 Local Nusselt number ratio data from a channel with
shallow dimples on one channel surface, and heating on one
channel surface, for d /D=0.1, H/D=1, Tu =0.069, and ReH
=18,100

Fig. 7 Local Nusselt number ratios along the test surface
spanwise centerline, Z/D=0.0, for different levels of channel
inlet longitudinal turbulence intensity Tu from a channel with
shallow dimples on one channel surface, and heating on one
channel surface, for d /D=0.1, H/D=1, and ReH=17,800–18,300

Fig. 8 Local Nusselt number ratios along a line of constant
X/D=23.18, for different levels of channel inlet longitudinal tur-
bulence intensity Tu from a channel with shallow dimples on
one channel surface, and heating on one channel surface, for
d /D=0.1, H/D=1, and ReH=17,800–18,300.

Fig. 9 Nusselt number ratios streamwise-averaged over one
period of dimple surface geometry, for different levels of chan-
nel inlet longitudinal turbulence intensity Tu from a channel
with shallow dimples on one channel surface, and heating on
one channel surface, for d /D=0.1, H/D=0, and ReH
=17,800–18,300.
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ondary flows shed by the dimples. This is partially a result of
increased turbulent diffusion of vorticity, and diminished magni-
tudes of vortex secondary flows.

Instantaneous and Time-Averaged Flow Structure
Characteristics.Additional information on the unsteadiness asso-
ciated with the vortices shed from the dimples is provided by
ensemble-averaged spectra of longitudinal velocity fluctuations,
which are presented in Figs. 10 and 11 for ReH=20,000 andTu
=0.033. The data in the first of these figures are given forZ/D
=0, Y/D=0.05, andX/D=6.27, which is a location just down-
stream of the centerline of the central dimple in the seventh row.
This is a location which is affected by the large, primary vortex
pair which is shed from the central portion of each individual
dimple. The spectrum in Fig. 10 provides evidence that the shed-
ding frequency of the primary vortex pair is about 8.0 Hz, which
is consistent with flow visualization results like the ones shown in
Fig. 12 saccounting for the different Reynolds numbers for the
two data setsd. Here, a time sequence of visualized flow structures
is presented for an illuminated spanwise-normal plane atX/D
=12.14swhich is just above the central part of the central dimple
in the 15th rowd for ReH=3,700 andTu=0.033. As time proceeds,
the intermittent appearance, emergence, ejection, and disappear-
ance of the primary vortex pair, and the smaller edge vortex pairs
son either sided are apparent. The primary pair unsteadiness is a
result of periodic shedding, and thus, is associated with relatively
large-scale unsteady, secondary-flow events near the dimpled sur-
face. Figure 10 also shows smaller-amplitude peaks at multiples
of 8 Hz, which are due to harmonic oscillations associated with
primary vortex pair shedding. Local spectra maxima at frequen-
cies less than 8 Hz are associated with other large-scale unsteady
secondary flow events near the dimpled surface.

The power spectral density distribution in Fig. 11 is given for
Z/D=0.5,Y/D=0.05, andX/D=6.27, which is also positioned in

a measurement plane just downstream of the seventh row of
dimples, but at a spanwise location which is mostly affected by
the vortex pairs which form and develop along dimple spanwise
edges. A number of local maxima are evident in the plot. The one
positioned at a frequency of 6.5 Hz is believed to be a result of the
oscillations associated with the edge vortex pairs. Harmonic peaks
are also evident, along with another separate primary spectral
peak at a frequency of about 14.0 Hz.

Figures 13sad–13sgd present surveys of time averaged quanti-
ties, which are measured over a spanwise-normal plane located at
X/D=6.27, which is also positioned in a measurement plane just
downstream of the seventh row of dimples. These data are also
given for ReH=20,000 andTu=0.033. These data are presented
for a higher Reynolds number than those used to obtain the flow
visualization data because overall experimental uncertainties are
lower as Reynolds number increases. Note that the bulk flow di-
rection is into the plane of the paper of each contour plot, that the
dimples are located at the bottom of each plot, and that all data are
normalized. For the normalizations employed,Pa is ambient pres-

sure,ra is fluid density, andV̄ is the streamwise flow velocity
averaged over the channel cross section.

The surveys of streamwise velocityux sFig. 13sadd, total pres-
surePo sFig. 13sbdd, and static pressureP sFig. 13scdd all show
relatively small deficits near the dimpled surface at locations

Fig. 10 Ensemble-averaged spectrum of longitudinal velocity
fluctuations measured at X/D=6.27, Z/D=0, and Y/D=0.05, just
downstream of the downstream edge of dimples in the seventh
row, for Re H=20,000, d /D=0.1, H/D=1, and Tu =0.033.

Fig. 11 Ensemble-averaged spectrum of longitudinal velocity
fluctuations measured at X/D=6.27, Z/D=0.5, and Y/D=0.05,
just downstream of the downstream edge of dimples in the sev-
enth row, for Re H=20,000, d /D=0.1, H/D=1, and Tu =0.033

Fig. 12 Time sequence of flow images visualized in a
spanwise-normal plane located at X/D=12.14, which is just
above the central part of the central dimple in the fifteenth row,
for Re H=3,700, d /D=0.1, H/D=1, and Tu =0.033
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where an upwash region is presentsin the vicinity of Z/H=0d
above the central part of the central dimple in the seventh row.
The spanwise and normal velocity component datasuy anduz in
Figs. 13sdd and 13sed, respectivelyd are used to determine the dis-
tribution of local streamwise vorticityvx, shown in Fig. 13sfd.
Variations of normal and spanwise velocity components in Figs.
13sdd and 13sed are mostly due to secondary flow motions from
the different vortex pairs which develop in the channel. Notice the
large positive magnitudes of normal velocityuy located near
Z/H=0, which indicate secondary flow motion away from the
surface in the upwash region. These are positioned just above the
central part of the dimpled surface atY/H from 0 to 0.4 and at
Z/H from −0.3 to +0.3. Spanwise velocity magnitudesuz are then
in the positive and negative directions on either side of this ex-
tended upwash region, depending mostly upon location within and
relative to the upwash region and the primary vortex pair.

Positive and negative regions of vorticity, associated with the
primary vortex pair, like the ones seen earlier in flow visualization
results, are apparent in Fig. 13sfd. In the time-averaged flow field,
the two vortices in this pair are located on either side of the
upwash region located nearZ/H=0. Other less-important regions
of positive and negative vorticity are also apparent in Fig. 13sfd
nearby the regions containing the primary vorticity. Separate sig-
natures of time-averaged vorticity from the edge-vortex pairs are
not readily apparent in this figure. The only vortex signatures
which are evident in Fig. 13sfd are from the nearest row of
dimples located just upstream of the measurement plane. No

variations appear to be produced by dimples located in the sixth
streamwise rowsor the next to last upstream rowd, which is dif-
ferent from the variations present for dimples withd /D=0.2 f17g.

Another interesting feature of the data in Fig. 13 are the con-
nections between streamwise vorticity, deficits of total pressure,
deficits of streamwise velocity, variations of normal velocity, and
variations normalized Reynolds normal stresssFig. 13sgdd. Figure
13sgd shows one region of high normal stress located very near
the dimpled surface atZ/H from −0.5 to +0.5, which is at the
same locations as the primary vortex pair, the large extended up-

wash region evident in theuy/ V̄ distribution, and the deficits of
streamwise velocity and total pressure. The augmented normal
stress levels are thus due to increased production of turbulence
kinetic energy, at locations where local shear magnitudes and
strain rates are increased. From the results presented in Figs. 12
and 13, it is evident that such shear magnitudes, strain rates, local
vorticity magnitudes, and normalized normal stresses all increase
significantly within the extended upwash region asY/H decreases
and the dimpled surface is approached.

Effects of Inlet Turbulence Intensity Level on Globally Av-
eraged Nusselt Number Ratios and Friction Factor Ratios.
Globally averaged Nusselt numbers are determined by averaging
local data over one complete period of dimple geometry. These
averages are thus conducted in both the spanwise and streamwise
directions over a rectangular area from the center to center of
adjacent dimples in the 27th and 29th rows. The baseline Nusselt
numbers Nuo sused for normalizationd are obtained atTu=0.033,
and the same Reynolds numbers as the Nusselt numbers measured
on the dimpled surface.

Figure 14 presents dimpled channel friction factor ratios and
globally averaged dimpled channel Nusselt number ratios, for dif-
ferent levels of channel inlet longitudinal turbulence intensityTu
from a channel with shallow dimples on one channel surface, and
heating on one channel surface, ford /D=0.1, H /D=1, and ReH
=17,800–18,300. The friction factor magnitudes a range from
1.28 to 1.57, and thus, the present dimpled surface friction factor
ratios are less than magnitudes measured in several types of tur-
bulated passages, wheref / fo range from 2.5 to 75f24g. Figures
15sad and 15sbd give globally averaged thermal performance pa-
rameters for the same channel configuration and experimental
conditions. In all cases, heat transfer coefficients and heat flux
magnitudes are based on flat projected areas. In Fig. 14, the Nus-
selt number ratios decrease very slightly asTu increases, whereas
friction factor ratios increase significantly asTu increases. As a
result, both thermal performance parameters decrease asTu in-
creases in Figs. 15sad and 15sbd. The highest values of the two
performance parameters are thus produced at the lowest magni-
tudes of channel inlet longitudinal turbulence intensityTu. This is
partially a result of slightly diminished transport capabilities of

Fig. 13 Surveys of different time-averaged quantities mea-
sured in a spanwise-normal plane at X/D=6.27, just down-
stream of the downstream edge of dimples in the seventh row,
for d /D=0.1, H/D=1, Tu =0.033, and ReH=20,000. „a… Normal-
ized streamwise velocity. „b… Normalized total pressure. „c… Nor-
malized static pressure. „d… Normalized normal velocity. „e…
Normalized spanwise velocity. „f… Normalized streamwise vor-
ticity. „g… Normalized Reynolds normal stress.

Fig. 14 Dimpled channel friction factor ratios and globally av-
eraged dimpled channel Nusselt number ratios, for different
levels of channel inlet longitudinal turbulence intensity Tu from
a channel with shallow dimples on one channel surface, and
heating on one channel surface, for d /D=0.1, H/D=1, and ReH
=17,800–18,300
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the vortices and secondary flows shed by the dimplessbecause of
increased turbulent diffusion of vorticityd, and the increases of
local flow shear stress values which are tied to increased flow
mixing.

Summary and Conclusions
Experimental results from a channel with shallow dimples

placed on one wall are given for Reynolds numbers based on
channel height from 3,700 to 20,000, levels of longitudinal turbu-
lence intensity from 3%–11%sat the entrance of the channel test
sectiond, and a ratio of air inlet stagnation temperature to surface
temperature of approximately 0.94. The ratio of dimple depth to
dimple print diameterd /D is 0.1, and the ratio of channel height
to dimple print diameterH /D is 1.

Spectra of longitudinal velocity fluctuations, measured at a
Reynolds number of 20,000, show a primary vortex shedding fre-
quency of 8.0 Hz and a dimple edge vortex pair oscillation fre-
quency of approximately 6.5 Hz. These frequencies are consistent
with variations observed in time-sequences of instantaneous flow
visualization images. Other time-averaged, local flow structural
characteristics show some qualitative similarity to characteristics
measured with deeper dimplessd /D of 0.2 and 0.3d, with smaller
quantitative changes from the dimples asd /D decreases. For all
threed /D values, one relatively large vortex pair is periodically
shed from the central part of each dimple, and two smaller vortex
pairs oscillate periodically near the two spanwise edges of each
dimple. Local Nusselt number ratio data ford /D=0.1 also show
qualitative similarity to characteristics measured with deeper
dimplessbut with smaller quantitative variationsd. This is because
the highest local values are present within the downstream por-
tions of dimples, as well as near dimple spanwise and downstream
edges for both situations.

Local Nusselt number ratios generally show slight decreases as
Tu increases within the downstream portions of the dimples, and
on the flat surfaces just downstream of the dimples, but in most
cases, variations with increasingTu are relatively small. In each
case, local and spatially averaged Nusselt number ratios are thus
either approximately constant asTu increases from 0.033 to 0.107,

or decrease slightly at a particular location asTu increases from
0.033 to 0.107. The decreasesswhen presentd due to slightly di-
minished transport capabilities of the vortices and secondary flows
shed by the dimples. This is believed to be partially due to in-
creased turbulent diffusion of vorticity, and diminished magni-
tudes of vortex secondary flows.
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Nomenclature
D 5 dimple print diameter

Dh 5 channel hydraulic diameter
f 5 frequency
f 5 channel friction factor

fo 5 baseline friction factor measured in a channel
with smooth surfaces and no dimples

H 5 channel height
h 5 heat transfer coefficient based on flat projected

surface area,q̇o9 / sTw−Tmxd
k 5 thermal conductivity

Nu 5 local Nusselt number,hDh/k
Nuo 5 baseline Nusselt number in a channel with

smooth surfaces and no dimples
p 5 streamwise spacing of adjacent dimple rows
P 5 local static pressure

Po 5 local total pressure
Pa 5 ambient atmospheric pressure at test section

inlet
Pr 5 molecular Prandtl number

PSD 5 power spectra distribution
q̇o9 5 surface heat flux based on flat projected surface

area
ReH 5 Reynolds number based on channel height,

HV̄/n
ReDh 5 Reynolds number based on channel hydraulic

diameter,DhV̄/n
s 5 streamwise spacing of every other dimple row
t 5 time

t* 5 non-dimensional time,tV̄/H
T 5 temperature

Tu 5 longitudinal turbulence intensity at inlet of

channel test section,su82d1/2/ V̄
u 5 local streamwise instantaneous velocity

ux 5 local time-averaged streamwise component of
velocity

uy 5 local time-averaged normal component of
velocity

uz 5 local time-averaged spanwise component of
velocity

V̄ 5 streamwise bulk velocity averaged over the
channel cross-section

X 5 streamwise coordinate measured from test sec-
tion inlet

Y 5 normal coordinate measured from test surface
dimple horizon

Z 5 spanwise coordinate measured from test section
center-line

Greek Symbols
n 5 kinematic viscosity
d 5 dimple depth

Fig. 15 Globally averaged dimpled channel thermal perfor-
mance parameters, for different levels of channel inlet longitu-
dinal turbulence intensity Tu from a channel with shallow
dimples on one channel surface, and heating on one channel
surface, for d /D=0.1, H/D=1, and ReH=17,800–18,300
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ra 5 static density
vx 5 local time-averaged streamwise vorticity

Subscripts
mx 5 time-averaged, local mixed-mean value
w 5 local wall value

Superscripts
‘ 5 fluctuating component
– 5 spatially averaged value or time-averaged value

5 5 globally averaged value.
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Three-Dimensional Separations
in Axial Compressors
Flow separations in the corner regions of blade passages are common. The separations
are three dimensional and have quite different properties from the two-dimensional sepa-
rations that are considered in elementary courses of fluid mechanics. In particular, the
consequences for the flow may be less severe than the two-dimensional separation. This
paper describes the nature of three-dimensional (3D) separation and addresses the way in
which topological rules, based on a linear treatment of the Navier-Stokes equations, can
predict properties of the limiting streamlines, including the singularities which form. The
paper shows measurements of the flow field in a linear cascade of compressor blades and
compares these to the results of 3D computational fluid dynamics (CFD). For corners
without tip clearance, the presence of three-dimensional separation appears to be univer-
sal, and the challenge for the designer is to limit the loss and blockage produced. The
CFD appears capable of predicting this.
@DOI: 10.1115/1.1811093#

Introduction
Regions of three-dimensional~3D! separations have been iden-

tified as an inherent flow feature of the corner formed by the
suction surface and endwall of axial compressors. Also referred to
as corner separations, these separations contribute greatly to pas-
sage blockage, which effectively places a limit on the loading and
static pressure rise achievable by the compressor. In addition, the
subsequent mixing of the flow in the separated region with the
main passage flow may lead to a considerable total pressure loss
and a consequent reduction in compressor efficiency. A number of
studies have discussed the importance of three-dimensional flows
in axial compressors and pumps where 3D separations were
clearly evident on the suction surface and/or endwall corner of
both stator as well as rotor blades. Among these are Dring et al.
@1#, Joslyn and Dring@2#, Dong et al.@3#, McDougall@4#, Schultz
et al. @5#, Zierke and Straka@6#, Place @7#, Bolger @8# and
Friedrichs et al.@9#.

Although the deleterious consequences of 3D separations have
been identified by these and other authors, effective management
and control of these effects has been very difficult to achieve. This
is perhaps primarily because the nature and characteristics of 3D
separations in turbomachines are not clearly understood, nor are
the mechanisms and factors that influence their growth and ulti-
mate size.

Part of the difficulty in coming to grips with the flow in 3D
separated regions concerns the apparent complexity of the flow, as
demonstrated by surface flow visualization techniques. Because of
the relative ease with which these surface flow patterns are at-
tained, they remain, by far, the most comprehensive body of avail-
able data and a tempting tool of choice for exploring this problem.
Figure 1 shows experimental and computed surface streamlines in
the separated region of the hub/endwall region for a cascade of
modern prescribed velocity distribution~PVD! stators near its de-
sign incidence. As we shall show later in this paper, this is a
relatively simple case—as incidence is increased for this cascade
and the separation grows in size, the complexity of these patterns
will increase considerably. One of the aims of this paper is to
discuss how these patterns are constrained by various general
theorems of topology.

Description of 3D Separations
There is clear evidence that separations in three-dimensional

flows do not behave in the simple way that is associated with
those in two-dimensional~2D! or axisymmetric cases, where
separation from the surface is identified at the point where the
shear stress vanishes and by the inception of reversed flow. Three-
dimensional separation can occur with no reverse flow and non-
zero friction@10#. As also pointed out by De´lery @11#, there are a
wide variety of flows where the phenomenon of 3D separation
appears nearly independent of Reynolds number~Re!, which is in
stark contrast to two-dimensional separations. Three-dimensional
separated flows observed over delta wings, downstream of the
base of a missile, in front of blunt obstacles, and over bodies of
revolution are virtually identical to those observed over the same
objects in small water tunnels of relatively low velocity. Typical
examples are the water tunnel visualizations by Werle@12–15#.

While the velocity is zero at the surface itself, it is not so at
points only a small heighth above the surface. ‘‘Surface stream-
lines’’ are the streamlines or direction of fluid particles infinitesi-
mally close to the surface~i.e., ash tends to zero!. These also lie
very closely along the surface shear stress or skin-friction lines
and can be expressed@10# as

dy

dx
5 limh→0

v
u

5S ]v/]z

]u/]zD
h50

5S ty

tx
D

h50

(1)

wherez is normal to the surface, andu and v are the compon-
ents of the velocity along the tangential (x and y) directions,
respectively.

The behavior of flow over a surface associated with separation
usually results in a pattern of lines emanating from critical points
where the shear stress vectors (tx and ty) are identically zero.
Various authors~notably Legendre@16–18#, Lighthill @19#, Perry
and Fairlie@20#, Tobak and Peake@21#, Perry and Chong@22# and
Dallmann @23#, have built on and applied the ideas of Poincare´
@24# on singular points of differential equations to the Navier-
Stokes and continuity equations in the vicinity of critical points.
Because of the close proximity to the surface, velocity vectors can
be approximated as a linear function of space coordinates with
constant coefficients~which are function of time in case of un-
steady flows!. In a plane that corresponds to the surface, the co-
efficients usually form a 232 Jacobian matrix. Critical points can
be classified by the pattern of surface streamlines observed in their
vicinity, which are determined by the trace (p) and determinant
(q) of the matrix. These can be written as
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The complete range of critical points that can, in theory, occur, as
described by Dallmann@23#, are shown, in Fig 2.

Tobak and Peake@21# and Perry and Chong@22# have shown
that all critical points that occur on the axes of Fig. 2~which
includes 2D separations! or on the parabola shown, aretopologi-
cally unstable. They argue that slight changes to conditions or
geometry will result in their disappearance or evolution into one
of the remaining stable types. The stable critical points are:

• Saddle point: a point through which two particular~critical!
lines pass, each acting as barriers in the field of limiting
streamlines or skin-friction lines, making one set of stream-
lines inaccessible to the adjacent set

• Regular node: a point common to an infinite number of lim-
iting streamlines

• Spiral node or focus: a point around which an infinite number
of limiting streamlines spiral, which, for example, can denote
a vortex lifting off the surface.

They further show that a pattern having streamlines that join two
saddle points is topologically unstable, as are coincident critical
points unless they occur at sharp corners between surfaces.

Following Hunt et al.@25# the above definitions can be inter-
preted in terms of separations and attachments. The two critical
lines of a saddle point act as separation and attachment lines,
respectively; the adjacent limiting streamlines converging along
the former and diverging away from the latter. A nodal point is a
separation point where all the limiting streamlines converge to it,
and it is a point of attachment where the limiting streamlines issue
from it. A focus of separation is observed where the adjacent
streamlines spiral into it, while it is a focus of attachment, where
the limiting streamlines around it spiral outward.

Critical points obey certain rules that are directly related to the
topological class of object on which they exist. The most impor-
tant of these, Flegg@26#, also known as theindex rule, places a
condition on the number of each type of critical point that can
occur on surfaces of a given type. If all regular nodes, foci, and
degenerate critical points, such as centers and star nodes~see Fig.
2!, are counted as nodes and each is assigned an index of 1, while
a saddle point is assigned an index of21, then

( indices5(N 2(S (4)

whereN andS are the number of nodes and saddles, respectively.
Then it follows that

( indices5222g (5)

where the genusg is a property of the topological class of the
surface. It can be shown@27# that a single blade passage with no
tip gaps hasg51, while a passage involving a tip gap hasg50
such that the index rule gives

(N 2(S 50 ~no tip gap! (6)

(N 2(S 52 ~with tip gap! (7)

There have been a number of postulates about which arrange-
ments and appearance of critical points will be associated with
separation lines. Eichelbrenner and Oudart@28# suggest that a
separation line be considered as an ‘‘envelope’’ of the limiting
streamlines on the surface. Maskell@29# also hypothesized that it
is possible to have a vortex layer or ‘‘vortex sheet’’ separation,
which involves ordinary nonsingular points. In the study of 3D
separations described here for blade passages with no tip gap, the

Fig. 1 Suction surface flow pattern and the numerical limiting
streamlines for cascade 2, iÄ0.0 deg „SÄSaddle; NÄNode;
FÄFocus …

Fig. 2 Classification of critical points „from †23‡…
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separation lines encountered have been largely those of the type
described by Lighthill@19#. The separation line is itself a surface
streamline to which other surface streamlines are asymptotes
rather than being an envelope to which they join tangentially.
Lighthill was also of the opinion that a separation line must origi-
nate and terminate at critical points and that it will trace a smooth
curve on the wall, which forms the base of a stream surface whose
streamlines have all entered the fluid through a saddle point. The
term ‘‘streamline’’ is used here to refer to the computed patterns
and the oil traces. ‘‘Streakline’’ is more generally accurate, but for
steady flow, these are equivalent and the more familiar term is
used.

Sizing of 3D Separations in Axial Turbomachines
The region of 3D separation is usually bounded on the suction

surface and the endwalls by their respective separation lines.
Hence, the spread of the region on the suction surface can be
quantified in terms of the spanwise extent of the separation line
from the endwall~expressed nondimensionally as a fraction of
chord! and the origin of the separation lines near the suction sur-
face endwall corner~also expressed as a fraction of chord from
the leading edge!. These are relatively easy to assess from the
pattern of surface streamlines from either experimental or numeri-
cal flow visualization. More problematical is to quantify how
thick the separated layer is, as measured from the suction surface,
at the trailing edge. As suggested by Gbadebo@27#, the thickness
of the 3D separated layer can simply be denoted using the concept
of relativedisplacement thickness. At any radial location, the rela-
tive displacement thickness is defined as the displacement thick-
ness minus the midspan displacement thickness. Since flow usu-
ally does not separate at the midspan, except during complete
blade stall, the net or relative displacement thickness at those
radial locations away from midspan toward the endwall will be
equivalent to the contribution from the separated boundary layer.
Thus the average thickness of the separated layer between, say the
hub and midspan, normalized by the blade chord, can be given as

deff* 5

2

R E
r hub

r mid

@d* ~r !2dmidspan* #dr

c
(8)

where displacement thickness is given as

d* ~r !5E
0

dF12
rv~r ,s!

r f sVf s
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There is usually no defined edge of the suction surface boundary
layer until about 5% span from the endwall because of the cou-
pling between the suction surface and endwall boundary layer at
the corner. Where the free stream velocityVf s is not well defined,
it can be approximated by the local midpitch velocity.

For the compressor cascades used in this study, the nominal
flow direction at the trailing edge is axial. It is, therefore, conve-
nient to use the axial velocity for the above expressions. This will
also give a realistic estimate of the layer’s thickness because re-
verse flow~negative axial velocities!, which is always a charac-
teristic feature of the separated region, will be accounted for.

Cascade Facilites and Experimental Procedure
An experimental investigation was carried out on two sets of

low-speed compressor cascades. The first, referred to as cascade
1, consists of five blades with a standard NACA65 thickness dis-
tribution on a circular arc camber line. The second cascade, re-
ferred to as cascade 2, consists of five modern prescribed velocity
distribution ~PVD! blades. On this was more detailed measure-
ment, and analysis was performed. The geometric, flow, and inlet
boundary layer integral parameters for both cascades are summa-
rized in Table 1. Cascade 1 was operated only at zero incidence.
Although cascade 2 was operated at27.0 deg and 0.0 deg inci-

dence, experimental results for only zero incidence are presented.
The inlet flow Reynolds number based on chord for cascade 1 is
about twice that for cascade 2. The inlet Mach number for both
cascades was approximately 0.07, and their inlet free stream tur-
bulence intensity measured with a single hotwire probe was found
to be about 1.5% rms. Surface mounted tufts were used for flow
visualization on cascade 1, while oil and dye flow visualization
was utilized for cascade 2.

Downstream area traverses for both cascades were carried out
at about 50% axial chord from the trailing edge. A Kiel probe,
positioned in the nominal flow direction~axial!, was used for
cascade 1 so that only total pressure loss was measured. The area
traverse for cascade 2 was performed using a three-hole probe; the
uncertainty in the yaw angle measurement was estimated to be
60.6 deg, uncertainty of total pressure was61.0% of dynamic
head, and the uncertainty in the measurement of the dynamic head
was calculated to be62.5%. A hot-wire area traverse was used to
measure the radial variation of the relative displacement thickness
at the trailing edge for cascade 2 and used for comparison with
CFD predictions. The comparison is qualitative in the sense that,
even though the hot-wire was positioned normal to the nominal
~axial! direction, it is unable to distinguish reverse flow in the
separated region. Nevertheless, the profile is believed to be ad-
equate for comparison purposes.

Computational Procedure
The code employed is MULTIP, a fully three-dimensional

Reynolds-Averaged Navier-Stokes solver of Denton@30#. The
code uses a scheme that is second-order accurate in space and
solutions can be obtained for flows from very low Mach number
of about 0.1 to supersonic flows. The calculations were carried out
using a control volume formulation on an ‘‘H’’-type mesh. Shear
stress is modeled using a thin-shear approximation to the Navier-
Stokes equation, and an eddy viscosity mixing length is used for
turbulence modeling. The experimentally measured inlet profiles
of stagnation pressure and absolute flow angles were used to de-
fine the inlet conditions, while the measured inlet and exit static
pressures were used as a guide for fixing the pressure ratio.

Initial grid sensitivity tests showed that the grid size in the
spanwise direction has the most influence on the solution, particu-
larly the separated pattern of the limiting streamlines. Since sepa-
rated flows are usually characterized by free shear layers as well
as strong viscous effects, a highly refined mesh right from the

Table 1 Cascades geometry and inlet boundary layer
parameters

Geometric parameters

Cascade1 Cascade2

Profile NACA-65 PVD

Chord ~m! 0.3 0.1515
s/c 0.6 0.926
h/c 1.45 1.32
t/c 0.05 0.1
a1 45.0 deg 41.0 deg
Camber angle 45.5 deg 42.0 deg
Stagger angle 22.25 deg 15.0 deg

Aerodynamic parameters

Incidence 0.0 deg 0.0 deg
Re ~inlet! 4.83105 2.33105

2D DF 0.47 0.49
de Haller No. 0.75 0.8

Inlet boundary layer parameters

d ~mm! 11.5 5.23
d* ~mm! 1.497 0.507
u ~mm! 1.21 0.29
H 1.24 1.75
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adjoining surfaces of the suction surface and/or endwall corner
toward the free stream was found necessary to achieve a realistic
prediction of the size of the separated region. About 11 grid points
were used to resolve the boundary layer on the blade surfaces
while 17 grid points were used for the boundary layer on the
Endwall. Together these were found adequate to resolve the three-
dimensional boundary layer along the corner. This level of grid
refinement ensures the adequacy of the thin shear layer approxi-
mation for viscosity in the code, which assumes the first grid point
from the surface to be at ay1 of 11.0. The grid points in the
pitchwise, streamwise and spanwise directions were 493159
399. The solutions converged smoothly to an average residual
error in the midspan meridional velocity of between 0.02 to
0.08%, depending on the magnitude of separations, at an average
of about 14,000 time steps.

Results and Discussion

Suction Surface Limiting Streamline Pattern. Tuft visual-
ization on the suction surface and the computed streamlines for
cascade 1 are shown in Fig. 3. The agreement can be seen to be
good. A separation line~marked by convergence of neighboring
streamlines! can be seen originating at about 35% chord from the
leading edge at the endwall. It stretches diagonally and winds into
a focus ~vortex!. The same line passes through a saddle point
adjacent to the focus and extends to a distance along the span
equal to about 60% of chord length from the endwall at the trail-
ing edge.

For cascade 2, the oil-streak pattern of the separated region on
the suction surface and the corresponding numerical limiting
streamlines are presented in Fig. 1. Once again these figures show

excellent agreement between experiment and computation. The
suction surface separation line originates at about 37% chord from
the leading edge at the suction surface/endwall corner and termi-
nates at the trailing edge at a distance also equivalent to about
60% of chord length from the endwall. On the suction surface of
the airfoil, at about 20% chord from the leading edge, the forma-
tion of a separation bubble, as a result of laminar-turbulent bound-
ary layer transition, is clearly visible. This is captured numeri-
cally, following the specification in the calculation of the
transition location where it is indicated by the measured suction-
surface static pressure.

Critical Points in the Surface Flow Pattern and Application
of the Index Rule. Using cascade 2 as an example, the endwall
oil streak lines and the numerical streamlines shown in Fig. 4 can
be seen to reveal the leading-edge saddle point of separation and
the corresponding nodal point of attachment labeled (N1 ,S1).

Fig. 3 Suction surface flow pattern and the numerical limiting
streamlines for cascade 1, iÄ0.0 deg

Fig. 4 Endwall oil-streak pattern and the numerical limiting
streamlines for cascade 2, iÄ0.0 deg „SÄSaddle; NÄNode;
FÄFocus …
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Also observable on the endwall corner is the point at which the
suction side leg of the dividing streamline~which forms the base
of the horse-shoe vortex! interacts with the suction surface. This
can be seen to be the common point from which the suction sur-
face and the endwall separation lines originate. Close inspection
of the endwall/suction surface corner of Fig. 4 suggests that this
point takes the form of a multiple~node-saddle! critical point @a
node (N2) on the endwall and a saddle point (S3) on the suction
surface#. As mentioned earlier, a multiple node-saddle critical
point like this is topologically unstable unless it remains in the
corner between surfaces. On the endwall, the nodal point arm of
the critical point links up with the trailing-edge saddle point to
form a pair (N2 ,S2). On the suction surface, the saddle point arm
pairs up with the nodal point of attachment at the trailing edge
corner, i.e., (S3 ,N3). On the endwall, at the trailing-edge corner,
is a less obvious pair of saddle and focal points of attachment
(S4 ,F4). Lastly, a saddle-focus pair (S5 ,F5) can be seen on the
suction surface at a distance of about 55% chord from the endwall
at the trailing edge. The nodal point of attachmentN3 is the origin
of the attachment line, which acts as one of the critical lines of
saddle pointS5 .

By applying the topological rule~recall that foci count as
nodes!, it can be seen that an equal number of nodes and saddles
exist within the blade passage. In other words,

(N 2(S 552550 (10)

This conforms with the finding of Gbadebo@27# ~Eq. ~6!! that the
flow in the single-blade passage is topologically equivalent to that
on the surface of a single torus.

Formation of 3D Separations. Following the observation of
the formation of critical points in Fig. 4, it is clear that the
leading-edge horseshoe vortex and its associated dividing stream-
lines that emanate from the leading-edge stagnation~saddle!
point, and which form the base of the vortex system, play a major
role in the mechanism of 3D separation. The suction-side leg of
the horseshoe vortex experiences the combined effect of the
streamwise and circumferential pressure gradients. Since it origi-
nates from a zero wall-shear-stress point, its shear-stress relative
to those of the other skin-friction lines presumably will be at a
minimum level. The influence of the adverse streamwise pressure
gradient on this dividing streamline makes its shear stress again
drop to zero on a critical point that forms when it reaches the
suction surface and/or endwall corner. The node-saddle critical
point (N2 andS3), which occurs as a node on the endwall and as
a saddle point on the suction surface, marks the origin of 3D
separation and is characterized by the emergence of separation
lines on both the suction surface and the endwall.

Just downstream of the nodal point arm (N2) on the endwall,
the limiting streamlines along the corner can, with close inspec-
tion, be seen reversing direction as they approach the suction sur-
face, presumably because of high static pressure that is building
up along the corner. The limiting streamlines then converge along
the separation line, which appears as an envelope of the limiting
streamlines. This can also be observed in the endwall oil-streak
pattern in Fig. 4. Because this node-saddle critical point occurs as
a saddle point on the suction-surface part of the corner, the
suction-surface separation line appears to form an asymptote of
the neighboring streamlines, limiting streamlines near the saddle
point. This can be seen in the oil-flow pattern and numerical
streamlines of Fig. 1, as well as Fig. 4. The trailing-edge saddle
point S2 , on the endwall, acts as a divide between the limiting
streamlines undergoing flow reversal~under greater influence of
the adverse pressure gradient! on the suction-surface corner and
those proceeding normally downstream.

The above observation appears to agree with Lighthill’s@19#
criterion for the occurrence of 3D separation, which implies that a
separation line should originate and terminate at critical points.
From Fig. 4, the separation line on the endwall originates from the

nodal pointN2 and terminates downstream via saddle pointS2 .
The suction-surface separation line also originates at the corner
saddle pointS3 and extends to the trailing edge, near the midspan,
where it terminates, but without encountering any critical point.
However, the separation line on the suction surface of cascade 1
also emanates from a critical point, as shown in Gbadebo@27#, but
as Fig. 3 shows, it embraces the focal point of separation~i.e., a
spiral node! and then continues its journey to the trailing edge via
the saddle point.

Flow Structure in the Outer Separated Region. The limit-
ing streamlines described above are more or less the footprint of a
complex fluid motion in the outer field within the 3D separated
region. The strong agreement between the experimentally ob-
served surface flow patterns and calculated streamlines, therefore,
promotes confidence for further numerical visualization to be car-
ried out in order to understand the flow structure in the separated
region away from the surfaces.

Some streamlines in the outer separated region are plotted for
cascade 1 in Fig. 5. This shows the endwall boundary layer, which
turns more sharply toward the suction surface and interacts with
the suction surface boundary layer in the separated region. The
figure also illustrates how the flow lifts off via the focus on the
suction surface, which forms the base of a 3D focus of separation.
Downstream running streamlines from within the suction surface
boundary layer, such as streamliness5 and s7 , as labeled in the
figure, can also be seen to lift off into the main flow after encoun-
tering the saddle point on the surface.

It should be pointed out that the calculations are steady, so any
unsteady effect on the flow field is suppressed. In this respect,
there is no guarantee that the flow pattern calculated represents
either the time-mean or the instantaneous flow actually occurring.

As shown in Fig. 6, it is evident that the 3D separated region in
cascade 2 is also filled with fluid from both the separated suction
surface boundary layer and the endwall boundary layer. Separa-
tion from the suction surface occurs when the endwall boundary
layer streamlines, which are driven toward the suction surface by
the circumferential pressure gradient, reverse direction because of
the adverse streamwise pressure gradient and then encounter the
streamlines on the suction-surface boundary layer coming from
upstream. This process can be seen to cause the interaction and
convergence of streamlines, such ass8 ands9 , which then lift off
the surface along the separation line. As shown in the figure, some
of the overturned endwall boundary layer streamlines impinge on
the suction surface along the trailing-edge attachment line, and the

Fig. 5 Streamlines in the outer separated region of cascade 1,
iÄ0.0 deg „here sÄstreamline number …
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weaker ones can even be seen meeting the surface and reversing
direction well before the trailing edge because of the combined
effects of the streamwise and circumferential pressure gradients.
Particularly noticeable are the streamlines, which roll into a vortex
after interacting with the suction surface.

Thickness of the 3D Separated Layer. The hot-wire mea-
surement and the numerical computation of the spanwise variation
of relative displacement thickness~i.e., the extra thickness of the
separated layer over the midspan value! at the trailing edge of
cascade 2 are compared in Fig. 7. The average thickness of the
separated layer (deff* ) from the measurement is about 4% chord
while the CFD predicts it to be about 6% chord. As remarked
before, this difference is thought to be because the hot wire is
unable to detect the reverse flow associated with the separated
region, hence, under estimating the thickness. However,
both curves show similar trends and reasonably good qualitative
agreement.

Cascade Performance. The surprisingly good agreement be-
tween the measured and predicted surface flow patterns for both
cascades is matched by the measured and calculated total pressure
loss contours. As shown in Fig. 8 for cascade 2, the measured and

predicted maximum loss at the core are respectively 60% and 65%
of inlet dynamic head and the loss core for both is centered around
15% chord from the endwall and about 17% chord from the suc-
tion surface. Figure 9 shows, for example, measured and predicted
surface static pressure distribution at 10% span from the endwall,
while the measured spanwise profiles of pitchwise averaged exit
flow angles are compared with the CFD in Fig. 10. Both figures
can be seen to show good agreement, which is attributable to the
realistically predicted size of 3D separated region in the blade
passage.

Fig. 6 Streamlines in the outer separated region of cascade 2,
iÄ0.0 deg „here sÄstreamline number …

Fig. 7 Comparison of measured and calculated relative dis-
placement thickness at the trailing edge of cascade 2, iÄ0.0
deg

Fig. 8 Comparison of measured and calculated contours of
exit total pressure loss for cascade 2, iÄ0.0 deg

Fig. 9 Comparison of measured and calculated surface static
pressure distribution for cascade 2, iÄ0.0 deg

Fig. 10 Spanwise profile of pitchwise averaged exit flow
angles for cascade 2, iÄ0.0 deg
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Influence of Incidence on the Topological Structure and Size
of 3D Separation. Figure 11 compares the suction surface and
endwall limiting streamline patterns computed for incidence of
27.0, 0.0,12.0, and13.0 deg. As might be expected, an in-
crease in the chordwise extent of the separated region from the
leading-edge and the spanwise extent from the endwall is evident
with increased incidence. Close inspection of the predicted sur-
face singularities shows that apart from the four critical point
pairs, similar to pairs (S1 ,N1) to (S4 ,F4) enumerated in Fig. 4,
no apparent critical point occurs on the suction surface within the
blade passage at27.0 deg incidence. Although the flow patterns
at other negative incidences are not shown, the pair (S5 ,F5) at the
trailing edge does not appear until zero incidence. The increase in
incidence to12.0 deg leads to the emergence of the saddle-focus

pair (S6 ,F6) on the suction surface, which lies at a distance of
about 27% chord from the endwall and 70% chord from the lead-
ing edge. By just increasing the incidence to13.0 deg, the 3D
separated region grows very rapidly such that three additional
pairs of critical points emerge as shown in the figure. The topo-
logical rule~of equal number of nodes and saddles! is again con-
firmed. At this 13.0 deg incidence, the endwall separation line
can be seen to wrap into focusF9 , via saddle pointS9 . Close
inspection of saddle-node (S8 ,N8) shows that the two critical
points occur at the same point on the endwall corner—a saddle
point on the suction surface arm of the corner (S8) and node (N8)
on the endwall. This, similar to multiple node-saddle point
(N2 ,S3), from where the separation lines originate, is topologi-
cally unstable unless it remains on the corner. It may, for example,

Fig. 11 Influence of incidence on the topology of separated surface flow pattern on cascade 2 „SÄSaddle; NÄNode;
FÄFocus …

Journal of Turbomachinery APRIL 2005, Vol. 127 Õ 337

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



bifurcate into a full saddle and a node on the endwall with further
increase in incidence. The presence of the node (N8) causes the
endwall separation line to be pushed away from the suction sur-
face, indicating more thickening of the separated layer close to the
endwall. Taking a closer look at the suction surface, the main
separation line can be seen to have advanced to midspan at the
trailing edge, where it merges with the separation line growing
from the other endwall. This marks the limit of the spanwise
spread of 3D separation from the endwall at the trailing edge and
any increase in incidence beyond13.0 deg, for this cascade can
only increase its perpendicular thickness from the suction surface.

The influence of incidence on the predicted average thickness
of 3D separation from the suction surface at the trailing edge is
shown in Fig. 12. Also plotted in the figure is the total number of
nodes that formed within the half passage at each incidence tested.
In the range of incidence between27.0 deg and zero, the increase
in the thickness is fairly modest. There is also no increase in the
number of critical points until around zero incidence. From zero
to positive incidence, the rapid increase in the spread of separation
is accompanied by the emergence of more critical points on the
suction surface and the endwall, as shown in Fig. 11, and is re-
flected in the rapid rise in the average separation thickness.

As a conjecture, which it was not possible to confirm, the in-
crease in blockage is not smooth and continuous with increase in
incidence~as implied by the line through the points!, but possibly
a series of steps that correspond to an increase in the number of
nodes.

Conclusions
The following conclusions can be drawn from this study:

• For a blade joining an endwall with no clearance, the pres-
ence of corner separations appears to be universal. The assessment
of a design as aerodynamically good or bad hinges on the thick-
ness of the separated region measured normal to the solid sur-
faces; in other words, on the blockage of the flow area.

• The corner separations are three-dimensional, and the condi-
tions for their formation are quite different from the more familiar
separations in two dimensions. Whereas the formation of separa-
tion in two dimensions is easily explained and understood~though
it may be difficult to predict accurately for turbulent boundary
layers!, the formation of three-dimensional separation is not easily
explained or described. The rules associated with the size and
growth of 3D separations are not those applicable to 2D boundary
layers and 2D separation.

• Although 3D separations are formed by complicated pro-
cesses, they may be predicted with current 3D Reynolds-Averaged

Navier-Stokes codes fairly easily and with surprising accuracy. In
particular the complex patterns of the limiting surface streamlines
are well predicted because, in the limit as a wall is approached,
the shape of these streamlines is the result of equilibrium between
pressure stresses and laminar viscous stresses at the wall.

• The pattern of surface streamlines is constrained by topologi-
cal rules governing the singular points, both for the type of sin-
gularity and the number. The experimental surface streamlines, as
well as the computed surface streamlines, are compatible with
these rules.

• It was found that as the incidence onto the blade was in-
creased, the number of singular points increased and there was a
good correlation for the cascade examined between the number of
singularities and the thickness of the separated region. It is rea-
sonable to assume that changing the blade design to give more
turning and larger pressure rise, but keeping zero incidence, will
also increase the number of critical points as well as blockage. For
well-designed blade rows, the 3D separation may sometimes be
small enough to ignore or overlook.

• The engineering requirement for corner separation analysis is
primarily to predict the blockage, which requires the size or thick-
ness of the separated flow to be found. With a realistic prediction
of the size of 3D separation, the influence of any design change on
the size of the separation and resulting blockage can be assessed
with increased confidence.

• The size of the separated region normal to the surface is
believed to be sensitive to the turbulent entrainment processes at
the outer edge of the layer. Because of the limitations in turbu-
lence modeling in turbomachinery, it must be recognized that
Reynolds-Averaged Navier-Stokes methods will be found to be
subject to error in determining the effective thickness and block-
age of the 3D separation, even though the surface patterns are well
predicted.

• The conclusions here are drawn from experiments and com-
putations for compressor blades. Surface flow visualization on
turbine blade rows shows complex three-dimensional patterns
with evidence of similar singularities and separations. Because of
the larger turning in turbine blades, the streamline patterns on the
blade surfaces show even greater divergence from the normally
assumed 2D flow pattern. Most emphatically, this paper does not
purport to be the last word on the topic of three-dimensional flow
features in compressor blade passages, but rather an early step in
trying to understand more completely the processes that are taking
place.
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Nomenclature

A 5 area
c 5 chord

Cp 5 pressure coefficient
F 5 focus
g 5 genus~see Eq.~5!!
h 5 blade height~span!, height from surface
H 5 shape factor5d* /u
i 5 incidence

LE 5 leading edge
N 5 node
P 5 pressure

PS 5 pressure surface/side

Fig. 12 Influence of incidence on the predicted number of
nodes within half of the blade passage and average thickness
of 3D separated layer at the trailing edge of cascade 2
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r 5 radius, radial distance
Re 5 Reynolds number

rms 5 root mean square
s 5 pitchwise distance
S 5 saddle point

SS 5 suction surface/side
t 5 blade thickness

TE 5 trailing edge
u 5 velocity in x-direction

u* 5 friction velocity Atw /r
v 5 velocity in y-direction
x 5 axial distance
y 5 distance perpendicular to x in the same plane

y1 5 wall function (zu* /n)
Yp 5 total pressure loss coefficient

z 5 distance perpendicular to the surface

Greek Symbols

a 5 absolute flow angle
b 5 blade~metal! angle
d 5 boundary layer thickness

d* 5 displacement thickness
u 5 momentum thickness
r 5 density
n 5 kinematic viscosity

tw 5 wall shear stress

( 5 summation

Subscripts

mid 5 midheight
e, eff 5 effective

fs 5 free stream
h 5 hub
s 5 static
1 5 inlet
2 5 exit
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Experimental Investigation of a
Transonic Aspirated Compressor
The experimental investigation of a transonic aspirated stage demonstrating the appli-
cation of boundary layer aspiration to increase stage work is presented. The stage was
designed to produce a pressure ratio of 1.6 at a tip speed of 750 ft/s resulting in a stage
work coefficient of 0.88. The primary aspiration requirement for the stage is a bleed
fraction 0.5% of the inlet mass flow on the rotor and stator suction surfaces. Additional
aspiration totaling 2.8% was also used at shock impingement locations and other loca-
tions on the hub and casing walls. Detailed rotor and stator flow field measurements,
which include time-accurate and ensemble-averaged data, are presented and compared
to three-dimensional viscous computational analyses of the stage. The stage achieved a
peak pressure ratio of 1.58 and through-flow efficiency of 90% at the design point. In
addition, the stage demonstrated good performance with an aspiration lower than the
design requirement, and a significant off-design flow range below that predicted by the
computational analysis.fDOI: 10.1115/1.1860575g

1 Introduction
Compressor performance measured in terms of pressure ratio,

efficiency, and operability are limited by the boundary layer be-
havior within the compressor stage. Blade surface and end-wall
boundary layer growth limits the achievable stage pressure ratio at
a given rotational speed. The thickness of the blade boundary
layer also contributes significantly to the stage losses, stage work,
and mass flow. Therefore, judicious removal of the boundary layer
fluid within the compressor stage can result in well-attached
boundary layers, which can yield both higher pressure ratio and
higher efficiencies than those achieved by conventional stages.
The distinguishing factors in applying suction on a compressor are
the thermodynamic impact of removing the high entropy flow on
subsequent blade rowsf1g, and the reduction in blockage devel-
opment achieved by controlling the boundary layer growth on the
blades and end walls. Both of these can have a beneficial impact
on the efficiency.

Although a direct consequence of using aspiration is a higher
pressure ratio due to the capability of increasing the blade loading,
the higher loading can also be exploited to lower the blade speed
while maintaining the same total pressure ratio. This alternative
has several attractive advantages:sid reduction or elimination of
shock losses and corresponding shock-boundary layer interaction
losses,sii d large noise reduction,siii d lighter components due to
lower structural stresses, andsivd increased flow range, because
the blades have better off-design performance at subsonic condi-
tions, as shown in the controlled diffusion cascade study of Hobbs
and Weingoldf2g.

The experiment by Reijnanf3g on a transonic rotor showed an
improvement in turning and pressure rise of the five blades that
were modified to aspirate the flow. The experimental data also
showed that the boundary layer control modified the stall behavior
of the rotor. This paper presents experimental results on the first
fully aspirated transonic compressor stage. The objective of this
study is to demonstrate the aerodynamic performance, particu-
larly, the blade performance and loading capability at design and
off-design conditions, achieved with aspiration at low tip speeds.

The aspirated stage was designed using the quasi-3D MISES

integral boundary layer solverf4g coupled with an axisymmetric
solver described by Merchantf5g. The stage was designed to
achieve a pressure ratio of 1.6 at tip speed of 750 ft/s. The low
blade speed design resulted in a stage work coefficient of 0.88, a
meanline flow coefficient of 1.13, and a peak diffusion factor of
0.57. The rotor has a free vortex design resulting in constant work
over the span. A tip shroud was included in the design to eliminate
tip clearance flows. The primary aspiration requirement on the
rotor and stator blade surfaces is 0.5% of the inlet mass flow.
Although additional aspiration of 2.8% is used at various locations
on the hub and shroud, no attempt was made to optimize their
location and quantity. Therefore, the total aspiration is not indica-
tive of the optimal aspiration requirement for such a design.

The efficiencies presented in this paper are calculated from an
appropriately averaged pressure ratio and temperature ratio of the
through flow. Studies on the potential impact of aspirated flow on
the system-level efficiency have been presented by Kerrebrock et
al. f1g, Kerrebrockf6g, and McCabef7g.

The paper first discusses the design point CFD analyses per-
formed using APNASA. This is followed by a description of the
stage mechanical design and experimental facility. The experi-
mental data is discussed in detail and compared to the CFD analy-
sis, and the important results and implications of the work are
enumerated. Aspiration and suction are used interchangeably in
this paper.

2 3D Viscous CFD Analysis
The three-dimensionals3Dd viscous analysis presented in this

section was calculated using the APNASA code developed by
Adamczyk f8,9g. The code solves the 3D Reynolds-averaged
Navier-Stokes equations using a finite volume cell-centered
scheme discretized on a structured hexahedral H-type mesh. The
code uses a two-equation standardk-« turbulence model of Laun-
der and Spalding to estimate the eddy viscosity. A multistage
model developed by Adamczykf8,9g referred to as the average
passage flow model is used to interact the blade rows at various
stages in the flow path. The code was modified with a simple
transpiration boundary condition on the blade and flow path sur-
faces to model suction. The suction mass flow is specified as a
fraction of the stage inlet mass flow uniformly distributed over the
suction slot. The model also incorporates a test for mass flow
choking based on the slot area and flow conditions at the slot inlet.

The grid used for the present calculation has 255 axial, 51
circumferential, and 51 spanwise points. The design suction slot
location was not matched exactly in the viscous calculation be-
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cause the code requires the slot to be specified along a constant
spanwise grid line. The slot axial location was matched in an
average sense by selecting a grid line that resulted in the least
deviation from the prescribed slot location. The blade geometry
derived from the quasi-3D MISES design was altered by fitting
leading-edge and trailing circles to meet grid-generation con-
straints. The diverging trailing-edge geometry of the blades was
not completely resolved because the grid required pairs of suction
and pressure side points with the same axial location.

The case presented below was calculated at an inlet mass flow
of 63.9 lbs/s. This solution was found to have the best overall
performance and was designated as the design point. The stage
pressure ratio is 1.59 with an isentropic efficiency of 89.3%. A
total suction of 3.79% was prescribed in the calculation. The dis-
tribution at various locations is shown in Fig. 1. The shock im-
pingement suction on the hub and shroud were not included in the
calculation.

Figure 2 shows contours of a Mach number in the rotor at 95%
span. The contours show a peak Mach number of 1.22 followed
by a weak shock. Aspiration is applied just downstream of the
shock, and a thinning of the boundary layer is visible in the flow
field contours. The flow remains well attached downstream of the
slot and diffuses uniformly in the core flow to an exit Mach num-
ber of 0.66. The impact of the diverging trailing edge is seen in
the Mach number decrease on the pressure side just upstream of
the trailing edge.

Figure 3 shows contours of Mach number in the stator flow
field at 10% span. The inlet Mach number is 1.09 with a peak

Mach number of 1.27 just upstream of the passage shock. Aspira-
tion is applied just downstream of the shock. The flow remains
well attached through the subsonic diffusion part of the flow and
diffuses to an average exit Mach number of 0.6. The impact of the
diverging trailing edge is seen in the flow field contours near the
trailing edge similar to the rotor. The flow is turned approximately
53 deg at this section.

3 Mechanical Design
The mechanical design of the stage and overall experiment are

described in detail by Schulerf10g. The rotor and stator were
machined as integral blisks. The rotor disk has a tip shroud, which
provides a convenient path for transporting the bleed flows out-
side the flow path. Figure 4 shows a cross section of the stage with
suction removal paths. Orifices on the rotor and stator casing are
designed to choke at the design bleed flows, and the bleed flows
are transported through channels to the main dump tank of the test
facility. The bleed passages are machined into the suction side of
the rotor and stator blades. Cover plates with 0.015 in. bleed slots
were used to cover the suction surface of the blades. The cover
plates were preshaped to match the curvature of the blade sur-
faces. The geometry parameters of the stage are given in Table 1.

Fig. 1 3D viscous APNASA calculation grid suction
configuration

Fig. 2 Rotor 95% span Mach number contours

Fig. 3 Stator 10% span Mach number contours

Fig. 4 Assembly cross section and suction scheme

Table 1 Stage geometry parameters

Stage tip diametersin.d 20.7
Rotor inletRhub/Rtip

0.62
Rotor tip solidity 1.4
Stator hub solidity 2.1

Rotor mean chordsin.d 1.0
Stator mean chordsin.d 1.0

Rotor aspect ratio 1.2
Stator aspect ratio 1.1
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4 Experimental Facility
The fan stage was tested in the MIT blow down compressor

facility. The design, construction, and primary testing procedures
of the facility are described by Kerrebrockf11g. Since the incep-
tion of the blow down compressor, several validations of the test
procedure have been performed. The facility is equipped with a
fast-acting valvef12g that allows rapid testing. The facility is in-
strumented with several high-frequency response pressure trans-
ducers to capture the flow field within the test section and the
necessary pressures within the supply and dump tanks. An impor-
tant part of the data collection system is the four-way probe,
which measures total pressure, static pressure, total Mach number,
tangential angle, and radial angle. The calibration and data reduc-
tion procedure, which is critical for obtaining accurate data, is
described by Reijnenf3g.

High-frequency pressure transducers are also placed within the
casing of the stage to measure the casing static pressures upstream
and downstream of the stage as well as between the rotor and
stator. The downstream casing pressure, along with the exit Mach
number set by the choke plate area ratio, gives an estimate of the
stage total pressure ratio and can be used to rapidly predict the
overall stage performance. An optical encoder with 400 lines per
revolution is used to measure the speed of the rotor. The encoder
also has the option of producing a once per revolution pulse so
that the test is always triggered with the rotor in the same position.

5 Experiment Results
The design point data for the rotor and stator exits are presented

in this section. The rotor total pressure and flow angle measure-
ments are presented as time-accurate data and as an ensemble
average of 7 rotor revolutions or 175 blade passes. The data at
28%, 65%, and 92% span locations is presented. The rotor data is
measured at an axial distance of 1.1 in. downstream of the rotor
tip trailing edge, and the stator data is measured 1 in. downstream
of the stator trailing edge. The data collected at this location is
compared to the APNASA solution corresponding to the same
axial location. For all these plots, the pressure side is the left side
of the wake, and the suction side is the right side of the wake. The
complete data set can be found in Schulerf13g. The APNASA
solution was used to fill in the gaps below 28% span and above
92% span to calculate the averaged performance downstream of
the rotor and stator. The APNASA solution was scaled to match
the experimental data at 28% and 92% span locations. The rotor
efficiency was calculated from the mass-averaged total tempera-
ture and total pressure downstream of the rotor, the stage effi-
ciency was calculated from the mass-averaged total pressure
downstream of the stator.

5.1 Rotor Design Point Performance.Figure 5 presents a
comparison between the pitch-averaged radial variation of total
pressure from the experiment and the APNASA analysis. The ex-
perimental data shows excellent agreement with the CFD analysis
at 28%, 47%, and 65% span. The two measurements closest to the
tip, at 84% and 92% span, show a lower total pressure than the
values predicted by APNASA. The flow region below 28% span
could not be surveyed because the probe could not safely traverse
so close to the hub. It is interesting to note the uniformity of the
total pressure profile predicted by the CFD calculation, indicating
that near-design intent performance was obtained in the CFD cal-
culation. The reduction in total pressure near the hub is caused by
the strong secondary flow, which can be attributed to the incoming
hub boundary layer. The tip region also shows the presence of
secondary flows. In contrast to compressors with tip clearance, the
rotating tip shroud on this rotor results in nearly uniform total
pressure up to the tip.

Figure 6 presents a comparison between the spanwise pitch-
averaged radial variation of total temperature from the experiment
and the APNASA analysis. The total temperature is calculated
from the Euler turbine equation using flow angle measurements

made with the four-way probe. The experimental data shows that
the rotor produces a lower total temperature rise than APNASA
predicts in the lower half of the span, whereas better agreement is
seen between the experiment and APNASA in the upper half of
the span. Lower span locations could not be surveyed, as ex-
plained above. The uniform total temperature profile shows that
the design intent was well captured. The presence of secondary
flow discussed above can be clearly identified in the total tempera-
ture profile at the hub. At the tip, the work added to the flow by
the rotating shroud is clearly seen. The difference between the
measured and computed radial variations is discussed further in
Sec. 9.

Table 2 presents a comparison between the stage performance
at the design point calculated from the experimental data and the
APNASA solution. The rotor and overall stage experimental per-
formance are in good agreement with the APNASA prediction.
The stator total pressure loss predicted by APNASA is 3%,
whereas the experimental data indicate approximately 3.7%. The
rotor and stage efficiencies are also in good agreement. In particu-
lar, it is interesting to note the high rotor efficiency predicted by
APNASA and confirmed by the experimental data.

Fig. 5 Comparison of experimental spanwise total pressure
distribution to APNASA analysis

Fig. 6 Comparison of experimental spanwise total temperatire
distribution to APNASA
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5.2 Pitchwise Variation, 28% Span.Figures 7 and 8 show
the ensemble-averaged total pressure and tangential flow angle
data of 175 blade passes, or 7 rotor revolutions, at the 28% span
location. The ensemble-averaged data is compared to APNASA
analysis prediction at the same axial and spanwise position. The
experimental data and CFD data are aligned such that the center
of each wake is at the same pitchwise position. The predicted total
pressure profile is in good agreement with the experimental data
in the core flow. The APNASA analysis predicts the wake width to
be 20% of the pitch, and the experimental data shows a slightly
narrower wake of 15% of the blade pitch. Although the wake
width is in good agreement, APNASA significantly over predicts
the wake depth. The analysis predicts a minimum total pressure

ratio of 1.50, whereas the data show the minimum total pressure
ratio to be 1.57. Overall, the APNASA analysis underpredicts the
total pressure ratio at this streamline than indicated by the experi-
mental data.

The pitchwise tangential flow angle profile shown in Fig. 8
indicates that the APNASA analysis overpredicts the turning in
the core flow. The analysis predicts a nearly constant tangential
flow angle of −49.5 deg in the core flow, whereas the experimen-
tal data shows a roughly linear decrease in turning from −49.5 deg
to a minimum turning of −45 deg on the pressure side of the
wake. The APNASA analysis predicts an overturning of −54 deg
in the wake, while the experimental data only shows an overturn-
ing of −52.5 deg.

Figure 9 shows the time-accurate data traces of total pressure
and tangential flow angle at the 28% span location that were used
to calculate the ensemble-averaged plots.

5.3 Pitchwise Variation, 65% Span.Figure 10 shows the
ensemble-averaged total pressure data taken at the 65% span lo-
cation compared to the APNASA analysis prediction for the same
axial and radial location. Excellent agreement is seen between the
experimental data and the APNASA analysis. The experimental
data show a total pressure ratio range of 1.66–1.68 in the core

Table 2 Experimental and computational stage design point
performance

APNASA Experiment

Rotor pressure ratio 1.64 1.62
Stage pressure ratio 1.59 1.57
Corrected mass flowslbm/sd 63.9 64.2
Rotor isentropic efficiency 0.96 0.97
Stage isentropic efficiency 0.89 0.90

Fig. 7 Pitchwise total pressure profile at 28% rotor span

Fig. 8 Pitchwise tangential angle profile at 28% rotor span

Fig. 9 Time-accurate total pressure and tangential angle at
28% rotor span

Fig. 10 Pitchwise total pressure profile for 65% rotor span
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flow, whereas APNASA predicts a total pressure ratio range of
1.67–1.68. Good agreement is also seen in the wake flow between
the experimental data and APNASA. Both the experiment and
APNASA show a wake width of approximately 20% of the blade
pitch. The wake depth, however, is overpredicted by APNASA to
be 1.47, while the experimental data show a minimum total pres-
sure ratio of 1.52.

Figure 11 shows the ensemble-averaged tangential angle data
taken at the 65% span location compared to the APNASA predic-
tion. The APNASA analysis and the experimental data differ by
,2 deg in the core flow. The experimental data range from ap-
proximately −46 deg on the suction side of the wake to approxi-
mately −44 deg of turning near the pressure side of the wake. The
APNASA prediction shows a range from −42 deg to −44 deg of
turning over the same pitch. Once again the experimental data
show an underturning of the flow to a peak of −41 deg on the
pressure side of the wake. In the wake flow, the APNASA analysis
predicts a maximum overturning of −53 deg compared to the ex-
perimental data, which show a peak overturning of −51 deg.

Figure 12 shows the time-accurate total pressure and tangential
flow angle data from the four-way probe at the 65% span location
that were used to calculate the ensemble-averaged plots.

5.4 Pitchwise Variation, 92% Span.Figure 13 shows the
ensemble-averaged total pressure ratio data at the 92% span com-
pared to the APNASA solution at the same spanwise and axial
locations. Although the overall pressure ratio and wake depth are
in good agreement, a decrease in the experiment total pressure
ratio is seen near the pressure side. The experimental total pres-
sure ratio varies from 1.67 to 1.62, whereas APNASA predicts a
nearly constant total pressure ratio of 1.66 in the core. The AP-
NASA analysis predicts a wake width of 20% pitch, whereas the
experimental data show a wake width of approximately 40% of
the blade pitch. The wider wake on the pressure side may be
indicative of a pressure-side separation. This may be attributed to
the following factors:sid negative incidence cause by the length of
the rotating shroud upstream of the rotor, or the amount of end-
wall suction upstream of the rotor, andsii d flow recirculation in
the shock bleed holes on the tip shroud. The wake depth in the
analysis and the experimental data are in good agreement. The
APNASA analysis predicts a minimum total pressure ratio of
1.37, and the experimental data show a minimum total pressure
ratio of 1.35.

Figure 14 shows a comparison between the ensemble-averaged
tangential angle data at 92% span and the APNASA analysis. The
experimental data show a tangential flow angle variation from −44
to −40 deg in the core flow compared to the APNASA analysis

Fig. 11 Pitchwise tangential angle profile for 65% rotor span

Fig. 12 Time-accurate total pressure and tangential angle for
65% rotor span

Fig. 13 Pitchwise total pressure profile at 92% rotor span

Fig. 14 Pitchwise tangential angle profile at 92% rotor span
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prediction, which ranges from −41 to −42 deg. The experimental
data show a mild underturning of the flow to −37 deg near the
pressure side of the wake. This is lower than the 28% and 65%
span locations and may be linked to the pressure-side separation
discussed above. The APNASA analysis predicts a maximum
overturning of the flow of −57 deg in the wake, whereas the ex-
perimental data show a maximum overturning of −62 deg.

Figure 15 shows the instantaneous total pressure and tangential
angle measurements from the four-way probe at the 92% span
location.

5.5 Blade to Blade Variation.The time-accurate data traces
in the previous section highlight the significant unsteadiness in the
rotor exit flow from one blade passing to the next. Figure 16
shows the blade-to-blade variation in total pressure for the 65%
span location. In the core flow, the total pressure variation is about
4% of the mean value, whereas in the wake flow there is a sig-
nificant increase up to 15% of the value in the core flow. The
source of this unsteadiness and its impact on the rotor perfor-
mance are discussed in Sec. 9.

6 Stator Design Point Performance
The stator performance can be effectively characterized by the

total pressure at the exit plane. Experimental data was collected in
a grid of four spanwise points by six pitchwise points located
approximately 1 in. downstream of the stator trailing edge. The
four spanwise points are located at 20%, 40%, 60%, and 80%
span, where 0% span is the hub and 100% span is the casing. The
six pitchwise points are clustered around the wake with two points
in the main flow. The points are located at 0%, 5%, 30%, 80%,
90%, and 95% pitch.

Figure 17 shows the total pressure contour from the APNASA
analysis at the same axial location as the four-way probe location.
Figure 18 shows the time-averaged values of total pressure mea-
sured with the four-way probe at each location with an interpo-
lated contour plot superimposed over the measured values. The
features observed in the APNASA solution are also clearly visible
in the experimental data, in particular, the thicker wake on the
suction side and low total pressure regions near the hub and tip on
the suction indicating strong secondary flows. The extent and po-
sition of the high loss regions are also reasonably close to the
APNASA prediction. The experiment predicts a higher peak total
pressure value of 1.7 on the pressure side of the blade compared
to 1.66 predicted by APNASA.

Fig. 15 Time-accurate total pressure and tangential flow angle
at 92% rotor span

Fig. 16 Blade to blade variation in the total pressure at 65%
rotor span

Fig. 17 Stator exit total pressure contour predicted by
APNASA

Fig. 18 Time-averaged total pressure data from stator exit
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7 Measured Stage Aspiration
The layout of the stage aspiration channels is shown in Fig. 4.

Three suction channels in the casing insert carry the suction flows
from the rotor and stator to the dump tank. The total and static
pressure measured in the channels, combined with the cross-
sectional area of the channels and the number of channels, are
used to calculate the total mass flow through the channels. The
geometry of the suction channels was not changed during any of
the experimental runs.

Three main channels remove the bleed flow, and only the mass
flow in these channels, not the individual suction locations, is
measured. The first channel carries the rotor casing suction, the
second channel carries the rotor blade surface and shroud suction,
and the third channel carries the stator casing, shroud, and blade
surface suction. The stator hubsinner diameterd suction is not
measured. Table 3 shows the comparison of measured and design
suction values in the channels. The measured total rotor blade and
shroud suction closely matches the design value, whereas the
measured upstream rotor casing suction and total stator suction
are approximately 45% below the design value.

8 Off-Design Performance
Tests at off-design throttle points on the design speedline

showed that the stage did not exhibit rotating stall as low as 79%
of the design mass flow. The design speedline is shown in Fig. 19.
The speedline is almost linear down to 83% of the design mass
flow and shows a somewhat rapid decrease at the last data point at
79% of the design mass flow. The stage produced a lower pressure
ratio compared to the CFD analysis performed using APNASA
and one by Pratt & Whitneyf14g, but the choking mass flow is
higher than that predicted by the CFD analyses.

It is interesting to note the positive slopes and nearly linear
behavior of the speedline at lower mass flows. The CFD analysis
was unable to predict solutions below 96% of the design mass
flow. This may be due to the exit pressure numerical boundary
condition used in the codes. Fig. 19 also shows the theoretical
speedline calculated using Euler’s turbine equation

t = 1 +M0
2sg − 1drexf1 − fAVR tansbexdg

p = f1 + hst − 1dgg/sg−1d s1d

Here,M0 is the blade rotational Mach number,rex is the radius
of the exiting streamline,AVR is the axial velocity ratio,f is the
flow coefficient,bex is the rotor exit relative flow angle, andh is
the stage core flow efficiency. The values chosen for calculating
the speedline were taken at the stage meanline and held constant,
leaving the stage pressure ratio as a function off. The stage
efficiency was assumed to be 90%.

The negative exit angle at the meanline results in a positive
slope of the total pressure characteristic. The stability of the stage,
however, is determined by the slope of the exit static pressure
characteristic, which must have a negative slope up to the stall
point, as shown by Merchantf5g. The slope of the theoretical
speedline is in good agreement with the CFD analyses and also
shows very little deviation from the experimental one. This indi-
cates that there is little change in the stage efficiency and devia-
tion of rotor flow angles over a significantly larger flow range than
a conventional nonaspirated stage. Schulerf13g has examined the
loading characteristic of the blades at off-design condition in order
to explain the large flow range achieved by the stage.

Figure 20 shows the ensemble-averaged total pressure variation
across the pitch at the 64% spanwise location downstream of the
rotor. The total pressure wakes of the rotor get wider and deeper
as the mass flow decreases. At the design mass flow, the rotor
wake covers approximately 15% of the blade pitch, whereas the
79% mass flow test shows the wake covering approximately 50%
of the blade pitch.

Figure 21 shows the time-accurate total pressure data taken at
40% span and 5% pitch downstream of the stator for design mass
flow and 79% design mass flow runs. The lower mass flow run
shows a larger variation in total pressure than the design mass
flow run, and in addition, the wakes are not as sharp and distinct
as the wakes at the design flow condition. However, both sets of
data clearly show no evidence of rotating stall cells.

9 Spanwise Loss Redistribution in the Rotor Wakes
A comparison of the ensemble-averaged data with the AP-

NASA calculations at different radial locations showed differ-
ences in the spanwise distributions of total pressure and total tem-
perature. In addition, the blade-to-blade variation of total pressure
in the experimental data indicated a large amount of unsteadiness
in the flow field. This suggests that the unsteadiness in the flow

Table 3 Comparison of Design and Measured Suction Values

Suction location Design Measured

Rotor casing 1.3% 0.72%
Rotor blade and shroud 0.95% 0.84%
Stator casing and vane 1.95% 0.85%

Fig. 19 Off-design performance of aspirated fan stage

Fig. 20 Pitchwise total pressure at rotor exit for 65% span at
different mass flows
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field and the discrepancy in the measured and calculated spanwise
profiles may be attributed to radial transport of fluid in the wakes
due unsteady vortex shedding.

Gertz f15g has shown the existence of regular arrays of vortex
streets in the wakes of a transonic rotor in data gathered in the
MIT blow down compressor facility. These were also identified on
the same compressor stage in an experiment by Strazisar and
Powell f16g through the bimodal character of the velocity prob-
ability density distributionsPDDd. Following the two-dimensional
s2Dd vortex fitting model of Gertzf15g, and subsequent extension
to spanwise flows by Kotidisf17g, a vortex shedding model was
developed for the aspirated fan stage. The present model improves
on Kotidis’ approach, which only considered flows within the vor-
tex core, by including the spanwise flows throughout the wake.
The flow outside the vortex cores has a significant effect on the
amount of mass that can be exchanged between stream tubes.

The result of these calculations is that the radial velocities
within the wake are roughly constant from the 28% span location
to the 84% span location with the spanwise flow directed toward
the tip region. The 92% span location shows both positive and
negative velocities, indicating that there is flow both into and out
of the region. These radial velocities in the wake are supported by
the experiment. Time-accurate measurements of radial velocity at
the 92% span location are shown in Fig. 22. APNASA predicts
radial Mach numbers at the same radial location of less than 0.02.
The measurements at other radial locations also show large varia-
tion in radial Mach number in the wake compared to the
APNASA solutions. The difference can be attributed to the ab-
sence of the unsteady vortex shedding in the APNASA calcula-
tion.

The spanwise mass redistribution calculated from the vortex-
shedding model can be used to estimate its impact on the mea-
sured values of total pressure and total temperature. The results of
adjusting the flow properties downstream of the rotor to remove
the effects of transport are shown in Fig. 23. The measured ex-
perimental efficiency with the experimental error bars is shown
along with the predicted efficiency distribution from the APNASA
calculation. The two adjusted efficiency distributions are also
shown: one that includes mixing losses and one that only redis-
tributes the flow properties. The “no mixing” distribution shows
very little change from the measured values, whereas the “mixed”
efficiency distribution shows a more uniform profile and ap-
proaches the efficiency profile predicted by the APNASA solution.
Given that the distance from the rotor trailing edge to the probe
location is small, it is possible that the wake flows are not com-

pletely mixed out. Therefore, the true solution lies between the
efficiency profile corrected without mixing and the profile cor-
rected with mixing.

Figure 23 shows that the stage has an efficiency higher than the
design efficiency in the hub region of the rotor. The tip region
shows an efficiency lower than the design efficiency. It is interest-
ing to note that the measured average efficiency of the rotor
agrees with the APNASA prediction. The vortex model indicates
that one of the reasons for the discrepancy between the measured
efficiency distribution and the APNASA distribution is spanwise
transport within the blade wake due to unsteady vortex shedding.
This radial tranport causes the spanwise redistribution of flow
properties, which accounts partially for the difference between the
measured and predicted efficiency distributions. Therefore, in or-
der to more accurately predict the rotor performance, a vortex
model similar to the one used here should be incorporated into
existing 3D viscous computational tools.

10 Conclusions
The analysis and testing of a transonic aspirated compressor

stage have been presented in this paper. The experimental stage
performance and detailed flow field data clearly validate the utility

Fig. 21 Time-accurate total pressure data at „a… 100% and „b…
79% mass flow

Fig. 22 Time-accurate radial Mach number distribution at 92%
span

Fig. 23 Effect of spanwise transport on efficiency distribution
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of aspiration for increasing stage work. More detailed observa-
tions and conclusions about this research are enumerated below:

1. The stage achieved near-design performance in terms of
pressure ratio and efficiency. Detailed design-point data are
in good agreement with the CFD analysis, particularly when
the unsteady effects observed in the experiment are included
in the data reduction. The rotor outflow measurements of
total pressure ratio and rotor exit flow angle show good
agreement with the APNASA analysis. The stator total pres-
sure contours are in good agreement in terms of the magni-
tude and flow features predicted by the CFD analysis.

2. Although the overall stage efficiency was close to 90%, the
rotor showed an extremely high efficiency of 97% for a
transonic rotor. This can be attributed to:sid elimination of
the tip clearance flow due to the tip shroud,sii d well-attached
thin boundary layers on the blade surfaces due to aspiration,
andsiii d advanced blade design features. The high loss in the
stator can be primarily attributed to a mismatch in the rotor-
stator designf13g.

3. The off-design performance of the stage on the 100% design
speedline is also a significant result. The experimental data
show unstalled stage performance at least down to 53 lbs/s,
which is 83% of the design-point mass flow. The stage also
did not exhibit rotating stall at any of the data points. This
was inferred from the time-accurate data downstream of the
rotor. The stage performance follows the trend predicted by
theory and 3D viscous CFD analyses. An important implica-
tion of these observations is that aspiration is effective in
maintaining stage performance at off-design conditions.

4. Although no explicit aspiration sensitivity study was per-
formed, the lower aspiration fractions measured in the ex-
periment indicate the low sensitivity of the stage perfor-
mance to the required aspiration fraction. The stage
demonstrated adequate performance at 35% lower aspiration
than the design value. In particular, the measured rotor
and stator aspiration were 70% and 45% of the design
requirement.

5. The use of an unsteady vortex-shedding model has provided
useful insight into the phenomenon of loss redistribution in
the rotor wakes induced by the vortex shedding. In addition,
it also explains the high efficiencysabove 1d measured at the
hub. The CFD predictions can be corrected with the
model resulting in a better data match with the measured
distribution.

6. Finally, the experimental results validate the design and

analysis system. This includes the through-flow quasi-3D
design system, predicting the aspiration requirement and the
subsequent 3D CFD analysis of the final design.
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On the Use of Atmospheric
Boundary Conditions for
Axial-Flow Compressor Stall
Simulations
This paper describes a novel way of prescribing computational fluid dynamics (CFD)
boundary conditions for axial-flow compressors. The approach is based on extending the
standard single passage computational domain by adding an intake upstream and a
variable nozzle downstream. Such a route allows us to consider any point on a given
speed characteristic by simply modifying the nozzle area, the actual boundary conditions
being set to atmospheric ones in all cases. Using a fan blade, it is shown that the method
not only allows going past the stall point but also captures the typical hysteresis loop
behavior of compressors.fDOI: 10.1115/1.1861912g

1 Introduction
The performance of an axial flow compressor, either a fan as-

sembly or a core compressor, is often summarised in the form of
a pressure-rise versus mass flow characteristic curve, representing
nominally steady and axisymmetric flow operation. At a given
shaft speed, the operating zone is bounded by the blades choking
at high mass flow–low pressure, or the blades stalling at low mass
flow–high pressure. Both boundaries are associated with severe
instabilities, though here we will be focussing on stall-related
events. Stall margin can be degraded substantially during the en-
gine operation due to various factors such as inlet distortions re-
sulting from nonaxisymmetric intakes or wakes shed from fuse-
lage or wings or cross windf1,2g. Sudden flow variations during
rapid maneuvres can also be detrimental.

Since the avoidance of stall is a major design consideration, a
considerable amount of research effort has been devoted to under-
standing the physical mechanisms that give rise to stall. After the
initial inception stage, it is not clear which conditions will cause
surge or rotating stall. If the latter occurs, there are no rules to
determine its speed, its circumferential and radial extent as well as
the number of rotating cells. So far, due to modeling difficulties,
much of the stall research has been experimentalf3,4g or based on
simplified modelsf5g though realistic numerical simulations are
becoming possible with dramatic increases in hardware and soft-
ware. In any case, it is very difficult to capture the required local
detail using an experimental approach and hence a numerical
modeling route is very attractive. However, in spite of dramatic
advances in hardware and software, the simulation of turboma-
chinery flows near stall is fraught with difficulties. First, because
of inherent unsteadiness, the flow representation must be time-
accurate, nonlinear, and viscous. Second, the turbulence model
must be able to cope with flow separation and re-attachment.
Third, appropriate inlet and outlet boundary conditions must be
imposed. However, when the flow conditions are uniform at the
boundaries, the flow is stable at lower working lines but numerical
difficulties occur at higher working lines. It is well-known that
rigid boundary conditions, based on imposing given exit pressure

distributions, are not suitable for stall studies. For instance, in the
case of rotating stall, the downstream exit pressure profiles are
neither known nor constant in time. Similarly, at high working
lines, the flow becomes genuinely unsteady near the stall bound-
ary, and the imposition of a radially constant exit static pressure is
likely to result in numerical instabilities, the so-called “numerical
stall.” The situation can be remedied by introducing a downstream
variable nozzle, thus allowing the pressure behind the fan to ad-
just automatically while the pressure behind the nozzle is fixed.
Such an approach makes the computational domain “less stiff”
and provides a powerful natural boundary condition for stall stud-
ies. Moreover, since the aim is to simulate, as much as possible,
engine and rig tests, nozzle area changes can be used to move to
any point on the compressor characteristic. The application of
such a methodology for computing a part-speed characteristic of a
fan blade will be presented in the next section. Not only a more
accurate characteristic is obtained, but also the stall boundary is
reached without any numerical problems, an outcome which is not
possible by using fixed-valued radial static pressure profiles.

2 Case Study

2.1 Computational Tool. The flow code used is an edge-
based upwind solver that uses unstructured meshesf6g. The time
stepping is done in an implicit fashion and hence very large CFL
numbers can be used without creating numerical instabilities in
the solution algorithm. Time accuracy is ensured by using a dual
time stepping technique with inner Jacobi and outer Newton itera-
tions. The code can be run in viscous mode via Reynolds-
averaged Navier–Stokes equations with Baldwin–Barth, Spalart–
Allmaras and q-zeta turbulence models. The flow geometry is
described using general grids of three-dimensionals3Dd elements
such as tetrahedra, hexahedra and wedges, a feature that offers
great flexibility for modeling complex shapes, such as casing
treatment geometries.

2.2 Study of Stall.Two sets of calculations, with two differ-
ent boundary condition strategies, were performed along the 70%
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speed characteristic of a large aero-engine fan. The domain for
Strategy 1 excludes the intake and the variable nozzle of Fig. 1
and may be viewed as a standard 3D single-passage calculation
for this type of blade. The computational domain for Strategy 2
includes the upstream and downstream extensions, namely a sym-
metric intake with a spinner and a variable nozzle.

As listed in Table 1 different boundary conditions are used for
the two modeling strategies. For Strategy 1, corrected atmospheric
pressure and temperature are imposed at the inlet to compensate
for the intake losses. More significantly, a radially constant static
pressure, whose values determine the actual point on the charac-
teristic, is used at the exit. On the other hand, for Strategy 2,
atmospheric total pressure and temperature are imposed at the
intake inlet, while atmospheric static pressure is imposed at the
nozzle exit. A critical difference between the two strategies is that
both the inlet and outlet boundary conditions remain the same for
all the points on the characteristic for the latter. Different points
on the characteristic are obtained by changing the area of the exit
nozzle, the path from choke to stall requiring an area decrease and
vice versa. The annulus geometry downstream of the fan was
modified to change the nozzle area. However, the nozzle area was
kept fixed for a given computation at a given operating point.

The characteristics obtained from the two modeling strategies
are compared to measured data in Fig. 2. Up to the working line,
which corresponds to a normalized flow rate of about 1.0, both
strategies yield very similar steady-state flow results, which in
turn are in very good agreement with the measured data. However,
Strategy 1, that employs constant-value radial static pressure pro-
files, is unable to provide a solution beyond a mass flow of 0.98.
On the other hand, with Strategy 2, it was not only possible to go
past the stall point but also to obtain a hysteresis loop, character-
istic of compressor behavior at surgesFig. 2d. Once the compres-
sor is operating near the stall boundary, the flow is no longer
steady since both the mass flow and the pressure ratio begin to
vary with time and Strategy 1 computations can no longer yield a
flow solution. However, in Strategy 2 calculations, the pressure
rise across the fan adjusts itself automatically, though the compu-
tations at stall need to be conducted in a time-accurate fashion.
The nozzle boundary condition mechanism is based on a delicate

balance which requires that a static pressure rise across the fan
must be offset by a static pressure drop in the downstream nozzle.
If the inlet total pressure is the same as the exit static pressure, the
boundary conditions are consistent with the zero flow case. If the
exit static to inlet total pressure ratio is set as high as the mini-
mum fan pressure ratio during the stall loop, the boundary condi-
tions remain consistent with the overall minimum flow rate. If the
ratio is set higher than the minimum fan pressure ratio during the
stall loop, the fan flowsstatic pressure rised becomes inconsistent
with the nozzle flowsstatic pressure dropd and the flow rate
changes in an attempt to reach equilibrium. Starting from a drop
in the mass flow, the hysteresis loop, can be described as follows.
As the mass flow decreases, the pressure rise also decreases and
the system moves to a lower pressure ratio along a constant
throttle-area line. In this new operating condition at a reduced
pressure ratio, the mass flow increases and the fan tries to move to
its original working line. This causes an increase in the pressure
ratio and the mass flow drops.

The hysteresis characteristic in Fig. 2 was determined from the
pressure and mass flow time histories of the time-accurate calcu-
lations at stall. The corresponding mean value, part of the pre-
dicted data curve in Fig. 2, compares very well to the correspond-
ing measured characteristic point. A further set of calculations was
made for the design speed and the stall boundary was determined
from the hysteresis loop. The predicted and measured results for
both speeds are plotted in Fig. 3. Using this technique, the stall
line can be determined accurately, though a straight line is used in
Fig. 3 for illustration purposes. Finally, as can be seen from Fig. 4,
the stall loop is repeated in time, here shown as engine revolution.

Fig. 1 Computational domains for Strategies 1 and 2

Table 1 Comparison of Strategies 1 and 2

Strategy 1
Without nozzle or intake

Strategy 2
With nozzle and intake

Inlet boundary
condition

Corrected atmospheric total pressure
2 flow angles

Total temperature

Atmospheric total pressure
Atmospheric total temperature

Axial flow
Outlet
boundary condition

Radially-constant static pressure Atmospheric static pressure

Point control Change back pressure Change nozzle area
Calculation type Steady-state Steady-state

Time-accurate at stall

Fig. 2 Compressor characteristic at 70%. Strategy 1 predic-
tions, Strategy 2 predictions and measured data
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2.3 Further Considerations1.

• During the Strategy 2 computations, which include an ex-
tended domain and variable-area downstream nozzle, con-
stant atmospheric static pressure is used as the exit boundary
condition and the area of the nozzle is decreased to approach
the stall boundary. The purpose of the extended domain is to
provide solution stability by allowing the flow to develop
more naturally downstream of the fan. The nozzle has two
purposes. First it provides a means of controlling the actual
operating point on a given speed characteristic by area
change. Second, as will be discussed later, it goes some way
towards making the varying flow inside the domain and the
radially constant exit static pressure compatible by provid-
ing a stabilizing mechanism since the fan pressure rise is
balanced by the nozzle static pressure drop.sAt the limit, if
the nozzle is choked at stall, the flow inside the domain will
become totally independent of the exit static pressure,

though this was not the case during the computations since
there is less flow near stall.d In any case, the steady-state
Strategy 1 computations were repeated with an extended
domain but without a nozzle and it was not possible to reach
the stall boundary. However, the new computations con-
verged quicker near stall, or at a high working line, and
managed to get closer to the stall boundary than the
standard-domain computations.

• Intuitively, it may be speculated that the main effect of the
extended domain is to make the flow more uniform towards
the exit boundary, thus making it more compatible with the
imposed exit static pressure. It can, therefore, be argued that
if extended-domain Strategy 1 computations are conducted
in a time-accurate fashion, the stall boundary may be
reached without a nozzle. However, no convergence was
obtained in spite of several attempts.

• Away from stall, changing the value of the exit pressure is
equivalent to changing the nozzle area and this can be ob-
served from Fig. 2 by noticing the similarity of the speed
characteristic predicted by the two strategies until the stall
boundary is reached. However, as discussed above, the
nozzle is needed to provide stability once the stall boundary
is reached.

• Since the fan introduces swirl to the flow and there are no
flow straightening devices, such as outflow guide vanes
sOGVsd, in the model, a certain amount of swirl may well
reach the outflow boundary, thus creating an incompatibility
with the imposed radial-equilibrium boundary condition.
However, because of the additional length provided by the
extended domain and the presence of the nozzle, it is un-
likely that the flow behind the fan will have been affected by
the imposed boundary conditions.

3 Concluding Remarks

sid The variable-nozzle method not only provides a means of
obtaining the compressor characteristic past stall but is also
explains why standard single passage steady-state computa-
tions are ill-conditioned near the stall boundary;

sii d the proposed variable-nozzle method can easily be extended
to detailed surge modeling. The inclusion of two large ple-
num volumes, one upstream of the intake and the other
downstream of the nozzle, will allow the direct use of at-
mospheric conditions at both ends, as in the current stall
study. This issue will be addressed in a forthcoming paper.
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Active Control of Tip Clearance
Flow in Axial Compressors
Control of compressor tip clearance flows is explored in a linear cascade using three
types of fluidic actuators; normal synthetic jet (NSJ; unsteady jet normal to the mean flow
with zero net mass flux), directed synthetic jet (DSJ; injection roughly aligned with the
mean flow), and steady directed jet (SDJ), mounted on the casing wall. The effectiveness
of each active control technique is determined in terms of its ability to achieve: (1)
reduction of tip leakage flow rate, (2) mixing enhancement between tip leakage and core
flow, and (3) increase in streamwise momentum of the flow in the endwall region. The
measurements show that the NSJ provides mixing enhancement only, or both mixing
enhancement and leakage flow reduction, depending on its pitchwise location. The DSJ
and SDJ actuators provide streamwise momentum enhancement with a consequent reduc-
tion of clearance-related blockage. The blockage reduction associated with the use of NSJ
is sensitive to actuator frequency, whereas that with the use of DSJ is not. For a given
actuation amplitude, DSJ and SDJ are about twice as effective as NSJ in reducing
clearance-related blockage. Further the DSJ and SDJ can eliminate clearance-related
blockage with a time-averaged momentum flux roughly 16% of the momentum flux of the
leakage flow. However, achieving an overall gain in efficiency appears to be hard; the
decrease in loss is only about 30% of the expended flow power from the present SDJ
actuator. Guidelines for improving the efficiency of the directed jet actuation are pre-
sented. @DOI: 10.1115/1.1776584#

Introduction

Background and Technical Goal. The relative motion be-
tween rotor tips and stationary casing wall in axial compressors
requires finite spacing between the two. The most common way to
achieve this is to have a finite clearance (;0.01 of blade span! at
the rotor tip. The pressure difference across the blade causes a
leakage flow through the tip clearance from the pressure surface to
the suction surface of the blade. This tip leakage flow dominates
the aero-thermodynamic behavior of the flow in the tip region and
has a strong impact on pressure rise capability, compressor effi-
ciency, and stability. The influence of tip leakage flow manifests
itself in two manners: a blockage that effectively reduces the pres-
sure rise capability and a loss that affects the efficiency of the
compressor.

Even though the detrimental effects of an increase in tip clear-
ance are well known~Wisler @1#, Smith @2#, and Cumpsty@3#!,
compressors often operate with tip clearances that are larger than
aerodynamically desirable due to changes in tip clearance during
operations and limitations in manufacturing tolerances. Conse-
quently, there is strong motivation to look for means to relieve the
stringent requirement on tight tip clearance and manage the com-
pressor tip clearance flow to minimize its impact on performance.
A potential technique for accomplishing this is active flow control
and this constitutes the overall technical goal of the work de-
scribed in this paper on the use of fluidic actuators to beneficially
affect the behavior of compressor tip clearance flow.

This paper is organized as follows. First we introduce the con-
trol schemes explored in this paper. Then the experimental setup is
described. Experimental results and their analyses are discussed
subsequently. Finally we present a summary and conclusions.

Approach. Tip clearance flow control using the following
three types of fluidic actuators mounted on the casing wall is
examined: normal synthetic jet~NSJ; unsteady jet with zero net

mass flux normal to the mean flow!, directed synthetic jet~DSJ;
injection roughly aligned with the mean flow!, and steady directed
jet ~SDJ!. Three metrics are used to measure the effectiveness of
tip clearance flow control:~i! reduction of the tip leakage flow
rate,~ii ! mixing enhancement between the defect region of the tip
clearance vortex and the primary stream flow, and~iii ! streamwise
momentum enhancement.

The first scheme is to address the problem at the source by
reducing the rate of the leakage flow using NSJ, as illustrated in
Fig. 1. The momentum flux of NSJ modifies the streamline next to
the casing wall so to effectively reduce the tip clearance. Because
the leakage jet is driven by the pressure difference across the
blade, which is largely set by the midspan loading~Storer @4#!,
reduced clearance size will result in a reduced leakage flow rate.

The second scheme, namely mixing enhancement, is to make
the wake-like velocity defect region more uniform as illustrated in
Fig. 2, thus reducing the growth of the defect region, which de-
termines the flow blockage in the blade passage. The idea is to
exploit a fluid dynamic mechanism/process that may exist to effi-
ciently promote momentum transfer/transport from the high mo-
mentum main flow to the low momentum flow in the endwall
region.

The third one~momentum injection! is to energize the retarded
flow in the endwall region using momentum flux of the DSJ or
SDJ as shown inFig. 3.

Experimental Setup

Introduction. A linear cascade has been designed and fabri-
cated to be tested in a low-speed wind tunnel. Because of the
cost-effectiveness and experimental simplicity versus rotating
rigs, cascade tunnels have been used to study tip clearance flows
~Storer and Cumpsty@5#, Heyes et al.@6#, Bindon @7#, and
Saathoff and Stark@8#!. Moreover Khalid @9# pointed out the
dominant role of the tip clearance on endwall flow structure by
using a computational method eliminating different physical ef-
fects one at a time, which showed that for this configuration the
relative motion of the casing wall or the endwall boundary layer
skew results in minor changes in the endwall flow field.
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Linear Cascade Wind Tunnel. Table 1summarizes the de-
sign parameters of the cascade test section, intended to be geo-
metrically representative of a rotor tip section in a modern aero-
engine compressor. The schematic of the cascade test section is
shown inFig. 4. The inlet of the test section is attached to the
0.30 m30.30 m contraction exit of a wooden wind tunnel settling
chamber. There are five blade contour slots on the bottom wall
with the blades inserted into the test section from the bottom and
held by brackets underneath the bottom wall.

Two blades are instrumented with static pressure taps to check
the midspan loading distribution. All the blades are interchange-
able and three central blades in the test section are cantilevered at
the roots to allow variable tip clearances. A 7 mm wide transition
strip made out of 50-grit sandpaper is glued on the suction surface

of each blade at 42%C from the leading edge to allow operation
at low Reynolds number without laminar separation. The outlet
screen pressurizes the test section so that wall boundary layers can
be removed by bleeding to atmospheric pressure through slots.
There are endwall bleed slots on the top and bottom walls near the
inlet of the test section as shown in the schematic. Periodicity is
achieved by adjusting the bleed ports on the sidewalls.

The jet actuator is attached to the endwall as shown inFig. 4
and sits in a slot machined through the casing wall. The angle of
the two exit sidewalls downstream of the blades is set by the
midspan exit flow angle as obtained from the MISES code,@10#.

To assess the effects of actuation on the time-averaged perfor-
mance of the compressor cascade, total pressure is surveyed using
a Kiel probe in the survey plane, 5%C downstream of the trailing
edge plane as shown inFig. 4. The Kiel probe with 3.2 mm outer
diameter head manufactured by United Sensor is attached to a
three-axis TSI® traverse table model 9400, which has 0.01 mm
position resolution with built-in backlash compensation loop. The
traversing is programmed and performed automatically over the
survey area (1 pitch30.5 span) with a mesh size of 19~pitchwise!
313 ~spanwise!.

Uncertainties in each measurement are estimated by small-
sample method~Kline and McClintock@11#! with odds 20:1 and
are presented as error bars in each data plot throughout the paper.

Flow Blockage. The effect of tip clearance size on pressure
rise is quantified by measuring the endwall blockage as a function
of tip clearance size. The flow blockage is defined as

Ab5E S 12
Ux

Ux,edge
DdA.

In computing the blockage from the total pressure loss coefficient
survey data, it is assumed that the survey plane static pressure is
uniform and equal to the exit static pressure measured with the
taps on the casing wall and the flow is unidirectional in the direc-

Fig. 1 Illustration of tip leakage flow rate reduction scheme

Fig. 2 Illustration of mixing enhancement scheme

Fig. 3 Illustration of streamwise momentum injection scheme

Table 1 Summary of cascade design parameters

Airfoil G.E. E3 rotor B tip section
Chord,C 0.190 m
Pitch,s 0.177 m
Span,h 0.305 m
Camber 30.7°
Stagger 56.9°
Reynolds number >1.03105

Inlet flow angle,b in 62.7°
Exit flow angle,bex 51.8°
Diffusion factor 0.40

Fig. 4 Schematic of cascade wind tunnel test section
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tion of the mass-averaged exit flow angle near midspan predicted
by MISES. The axial velocity in the plane is then

Ux5U`A~12v2CP,ex! cosbex .

The endwall blockage is computed by subtracting the blockage
associated with the blade surface boundary layers from the total
blockage:

Ab,ew5Ab2S d* 3
h

2D
whered* is the displacement thickness of the blade wake near
midspan andh is the length of the blade span. The endwall block-
age versus tip clearance size is shown inFig. 5 where the endwall
blockage is normalized by the exit area,Aex5s3h. The uncer-
tainty introduced by the assumption and the measurement error is
estimated for 3%C clearance and the uncertainty bound with 95%
confidence level is shown inFig. 5. The solid line is the least-
square fit of the data points. The endwall blockage increases ap-
proximately linearly with tip clearance.

The tip clearance-related blocked area,Ab,tip is obtained by
subtracting the endwall blockage at 0%C clearance, i.e., the
y-intercept of the least-square fit line multiplied by the exit area,
from the endwall blockage,Ab,ew . Changes in endwall blockage
can be directly related to changes in tip clearance-related blockage
and hence it can be used to measure the effectiveness of the fluidic
actuation on the reduction of the tip clearance-related blockage.

Actuator. The schematic of the actuator used is shown in
Fig. 6. This actuator is widely known as synthetic jet actuator
~Amitay et al.@12#, Smith et al.@13#! and it consists of a vibrating
membrane, a cavity, and a slit~for NSJ! or holes~for DSJ!. There
are three isolated synthetic jet actuators inline in the direction
normal toFig. 6.

The normal synthetic jet~NSJ! actuator has three straight slits
that are shaped to approximately follow the camberline of the
blade~Fig. 4! while the directed synthetic jet~DSJ! actuator has
four tilted holes per actuator~12 holes total! that are directed
approximately to the chordwise direction and tilted by 25 deg
from the casing wall~Fig. 7 and Fig. 8!. The actuator covers the
first 70%C from the leading edge because most of the benefit
associated with actuation is expected to be attained near the lead-
ing edge~Khalid et al. @14#!. To study the dependence on pitch-
wise location of the actuator, the casing wall with the actuator has

been made adjustable in the pitchwise direction as indicated in
Fig. 4 andFig. 8. The dimensions of the actuator are summarized
in Table 2.

For SDJ actuation, the housing of the voice coil actuator and
membrane is replaced with a plenum that supplies regulated shop
air to the 12 holes on the plates. The flow rate into the plenum is
regulated using a pressure regulator and a needle valve and is
measured using a flow meter.

Normal Synthetic Jet Actuation
The effects of actuation on the time-averaged change in tip

clearance-related blockage and loss were determined and are out-
lined in the following paragraphs. Specifically, we examine the

Fig. 5 Endwall blockage measured 5% C downstream of trail-
ing edge plane versus tip clearance size. No actuation is ap-
plied.

Fig. 6 Schematic of the synthetic jet actuator used in the cas-
cade rig. Configuration of the normal synthetic jet „NSJ… actua-
tor with slit

Fig. 7 Schematic of the DSJ actuator mounted on the casing
wall

Fig. 8 Schematic of the directed synthetic jet „DSJ… actuator
mounted on the casing wall showing the direction of the jet
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influence of four parameters: actuator type~NSJ, DSJ, or SDJ!,
pitchwise location of the actuator on the casing relative to blade
tip location, amplitude of actuation, and frequency at which the
actuation is applied. The parametric dependence of the tip
clearance-related blockage and loss on the actuation amplitude
and frequency is assessed. The flow processes responsible for the
observed change in the blockage and loss are also identified.

Effect of NSJ on Total Pressure Contours. Figure 9„b… and
„c… show the contour plots ofv taken with two pitchwise locations
of the NSJ actuator:„b… directly over the blade tip and„c… ap-
proximately over the vortex core2 as indicated by the arrows.
There is noticeable change in the contours for both locations com-
pared to the baseline in„a…. Quantitative measurements are dis-
cussed below.

Scaling of NSJ Actuator Amplitude. The momentum coef-
ficient of the actuator~momentum of the actuator jet normalized
by the momentum of the leakage flow! is used as a measure of the
actuation amplitude. The leakage flow momentum is approxi-
mated based on the far upstream flow velocity. Although the mag-
nitude of the leakage jet velocity varies over the blade chord, it
scales withU` and is well approximated byU` for different tip
clearance sizes~Bae@15#!. The momentum coefficient is thus de-
fined as

Cm,t5
rUJ,peak

2 AJ

rU`
2 tC

.

Figure 10 shows the tip clearance-related blockage versus am-
plitude of actuation for two tip clearances. The NSJ actuator is
placed at a pitchwise location 0.25s ~25% pitch! from the cam-
berline of the center blade so that it is approximately over the
vortex core. The blockage~mostly dominated by that associated
with tip leakage flow! has been normalized by the baseline block-
age of each clearance. The data set collapses onto a single curve
with the implication that the actuator momentum scales with the
leakage flow momentum. Most of the tip clearance-related block-
age can be eliminated using the NSJ actuator atCm,t of approxi-
mately 1.5.

The endwall blockages taken with two upstream velocities are
plotted against the actuator amplitude inFig. 11. The horizontal
lines are the baseline blockages without actuation at each clear-
ance~Fig. 5!. The two data sets form a single trend when plotted
nondimensionally againstCm,t showing that the definition ofCm,t
appropriately reflects the dependence of the blockage reduction on
the far upstream velocity.

Dependence on Forcing Frequency of NSJ.The blockage
reduction achieved with the use of NSJ exhibits considerable sen-

2The actuator covers 70%C from L.E. Therefore, the NSJ slits upstream of the
survey plane are approximately over the vortex core, although the arrow projected
onto the survey plane appears to be closer to SS than the core.

Table 2 Dimensions of synthetic jet actuator

External length 136.5 mm
External width 47.6 mm/85.7 mm~including

mounting flanges!
External height 56.1 mm
Cavity volume per actuator 1.523104 mm3

Slit/hole plate thickness 3.18 mm
Slit width ~NSJ! 0.254 mm
Slit area per actuator~NSJ! 10.5 mm2

Hole diameter~DSJ! 1.59 mm
Hole length~DSJ! 7.51 mm
Hole area per actuator~DSJ! 7.92 mm2

Fig. 9 Contours of v measured 5% C downstream of trailing edge plane: „a… baseline without
actuation, tÄ3%C; „b… NSJ directly over blade tip „at 0% pitch …, Cm,tÄ0.88, FC

¿Ä1.0; „c… NSJ
over vortex core „at 25% pitch …, Cm,tÄ0.88, FC

¿Ä1.0. Arrows indicate pitchwise locations of NSJ
slits.
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sitivity to the forcing frequency. Thus we need to first identify/
define a reduced frequency parameter, which scales this sensitiv-
ity. It was suggested that the observed reduction in blockage is
associated with the instability of the shear layer developed at the
blade tip as in the mixing enhancement of two-dimensional wall-
bounded jets~Katz et al.@16# and Tsuji et al.@17#!. If that is the
case, the frequency should scale with the height of the wall jet or
the tip clearance sizet. Figure 12 shows the frequency response
of the endwall blockage taken with NSJ actuator placed at 25%
pitch. There are two data sets with two tip clearance sizes. InFig.
12~a!, the tip clearance sizet is used to non-dimensionalize the
forcing frequency as follows:

bt5
2p f t

U`
.

The blockage is the most responsive when forced atbt50.05
;0.25. However, the troughs of the endwall blockage for the two
data sets do not line up vertically as indicated with the dashed
line, implying that the flow mechanism is not related to the shear
layer instability.

In Fig. 12~b!, the blade chord lengthC is used instead oft to
non-dimensionalize the forcing frequency as follows3:

FC
15

f C

U`
.

The blockage is the most responsive when forced at a reduced
frequencyFC

1 of about 0.75 and the troughs of the endwall block-
age for the two data sets both nearly line up vertically.

A similar trend is obtained for data taken with the NSJ actuator
acting directly over the blade tip, for three tip clearances. Again,
the blockage troughs line up vertically at a reduced frequencyFC

1

of about 1.0 when the blade chord length is used to nondimen-
sionalize the forcing frequency,@15#.

It is deduced that the most effective frequency for blockage
reduction using the NSJ corresponds to the periodic unsteadiness
of the tip clearance vortex. Bae@15# put forward a hypothesis that
the mechanistic origin of this tip vortex unsteadiness is analogous
to the Crow instability associated with trailing vortices down-
stream of wing,@18#.

3The factor of 2p only appears in the definition ofbt . The above definition ofbt

is typically used in the wall jet stability community, while that ofFC
1 is in the flow

separation control community.

Fig. 10 Tip clearance-related blockage versus NSJ actuator
amplitude. Actuator near the vortex core. FC

¿Ä1.0.

Fig. 11 Endwall blockage versus Cm,t with NSJ directly over
blade tip. Data sets taken for two upstream velocities. t
Ä3%C, FC

¿Ä1.0.

Fig. 12 Frequency dependence of blockage reduction with
NSJ actuator over the vortex core: „a… using clearance size t ;
„b… using blade chord C as length scale
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Dependence on Pitchwise Location of NSJ.The casing wall
with the actuator is adjustable in the pitchwise direction and the
survey of total pressure loss coefficient was carried out with vari-
ous pitchwise NSJ slit locations.Figure 13 shows the dependence
of the blockage reduction on the pitchwise location of the NSJ
actuator with 3%C clearance. The baseline blockage without ac-
tuation is indicated with a solid horizontal line. The locations of
the blades are indicated in the bottom of the figure. There are two
local optimum pitchwise locations for blockage reduction: one
right over the blade tip and the other over the vortex core. At these
optimum pitchwise locations, the tip clearance-related blockage is
reduced by about 66%, which is equivalent to the baseline case
with 1%C clearance. The actuator amplitude and frequency were
fixed atCm,t50.88 andFC

151.0. The bulk flow process respon-
sible for the blockage reduction will be discussed later.

Total pressure loss coefficient variation with pitchwise location
of the NSJ is shown inFig. 14. Figure 14~a! shows that the
mass-averaged loss increases with actuation compared to the base-
line ~the solid horizontal line! except for the data with the actuator
over the blade tip where it remains more or less the same. The
mass-averaged loss is largest at around 0.25pitch where the
blockage reduction is locally largest as shown inFig. 13. Tip
clearance-related loss at 0.25pitch is increased by roughly 83% to
the same level as the extrapolated baseline case with 5.5%C clear-
ance.Figure 14~b! shows the stream thrust-averaged~i.e. mixed-
out! loss vs. the pitchwise location of the NSJ actuator. The stream
thrust-averaged loss remains more or less the same as the baseline
when the actuator is away from the blade tip. However, when the
actuator is right over the blade, the tip clearance-related stream
thrust-averaged loss is reduced by about 33% so that it is the same
as the baseline case with 2%C clearance.

Bulk Flow Process Associated With NSJ Actuation. The
dependence of the blockage reduction on the forcing frequency
excludes momentum injection as a source because the same time-
averaged momentum results in almost no change in blockage at
frequencies far away from the optimum, as shown inFig. 12. Two
possible bulk flow processes associated with the NSJ actuation
can be suggested as responsible for the reduction in tip clearance-
related blockage: leakage flow reduction and mixing enhance-
ment. Kang et al.@19# showed that the NSJ actuation does not
change the leakage flow rate when placed away from the blade tip.
Blockage reduction with the actuator over the vortex core is thus
attributed to the mixing enhancement. Mixing enhancement short-

ens the distance for mixing and consequently increases the mass-
averaged loss, although the stream thrust-averaged loss is not
changed~SeeFig. 14 at y50.25 pitch!.

The blockage reduction with the NSJ actuator over the blade tip
is a combination of the two flow processes. As observed by Kang
et al. @19# the NSJ actuator can reduce the amount of the leakage
flow for a given pressure difference across the blade when it is
placed over the blade tip. One can indirectly quantify the reduc-
tion in the leakage flow rate in the cascade experiment from the
stream thrust-averaged loss measurements shown inFig. 14~b!.
The reduction in the stream thrust-averaged loss with the NSJ
actuator over the blade tip is attributed to a reduction in the leak-
age flow rate. The model of Storer and Cumpsty@20# suggests that
for fixed midspan loading tip clearance-related loss increases lin-
early with the leakage flow rate. The 33% reduction in the tip
clearance-related stream thrust-averaged loss shown inFig. 14~b!
leads one to conclude that the leakage flow rate is reduced by
about 33% due to the NSJ actuation over the blade tip. The 33%
reduction in the leakage flow rate results in a 33% reduction of tip
clearance-related blockage and loss, which are proportional to the
leakage flow rate, as summarized in the second row ofTable 3.
About half of the blockage reduction is thus viewed as due to the
leakage flow reduction.

As described in Bae et al.@21#, the NSJ actuator over the blade

Fig. 13 Endwall blockage versus pitchwise location of the NSJ
actuator. tÕCÄ3%, Cm,tÄ0.88, and FC

¿Ä1.0.

Fig. 14 Endwall total pressure loss coefficient versus pitch-
wise location of NSJ actuator. tÕCÄ3%, Cm,tÄ0.88 and FC

¿

Ä1.0: „a… mass-averaged v; „b… stream thrust-averaged „or fully
mixed-out … v.
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tip also brings about mixing enhancement with the other half of
the blockage reduction attributed to this effect. The net effects of
the two flow processes on the tip clearance-related blockage,
mass-averaged, and stream thrust-averaged losses are listed in
Table 3. The net effect on the mass-averaged loss remains the
same as a result of the compensating effect of the tip leakage flow
reduction and the mixing enhancement. In summary, both leakage
flow reduction and mixing enhancement are responsible for the
reduction in blockage with the NSJ actuator over the blade tip and
their contributions are roughly the same.

Directed Jet Actuation

Effect of DSJ on Total Pressure Contours. Figure 15shows
a representative result of the DSJ actuation compared with the
baseline. There are substantial changes in the endwall flow.

As with the experiments on the NSJ, the dependence on the
amplitude, frequency, and pitchwise location of the DSJ actuator
were determined. We also compare the use of a SDJ~steady di-
rected jet! against a DSJ to determine if steady injection of mo-
mentum with the same time-averaged value as that from the DSJ
yields similar benefit.

Dependence on Amplitude of DSJ. The response of the end-
wall blockage with the use of DSJ actuation is compared with that
with the use of NSJ actuation inFig. 16. The endwall blockage is
plotted against the actuator amplitude with each actuator placed at
one of its most effective pitchwise locations for blockage reduc-
tion, i.e., for the case where the DSJ actuator is placed near the
pressure side of the blade (y520.04 pitch! and for the situation

where the NSJ actuator is placed near the vortex core. The forcing
frequency isFC

151.0 for both. The DSJ actuator is about twice as
effective as the NSJ actuator in reducing the endwall blockage for
a given amplitudeCm,t . In addition, at aCm,t of about 1.0, it
eliminates most of the endwall blockage, not only that associated
with the tip clearance flow but also that associated with the end-
wall boundary layer.

Dependence on Forcing Frequency of the DSJ.The block-
age reduction with the DSJ is less sensitive to frequency than the
NSJ. The variations in the data taken at two Reynolds numbers are
less than the measurement uncertainty and no significant trend in
the frequency response is observed. This suggests that the change
in the flow process due to the DSJ is different from that of the
NSJ. In particular it appears that the time-averaged momentum is
more important than the unsteadiness in reducing the blockage
with the use of the DSJ. Specific details on the flow process will
be discussed later.

Dependence on Pitchwise Location of the DSJ. Figure 17
shows endwall blockage versus pitchwise location of the DSJ ac-
tuator. The actuator frequency and the amplitude are fixed atFC

1

51.0 and Cm,t50.88. A substantial reduction in the endwall

Table 3 Effects of each flow process and their combined ef-
fects on tip clearance-related blockage and loss explaining ob-
servations with the NSJ actuator over the blade tip

Blockage

Mass-
Averaged

Loss

Fully
Mixed-Out

Loss

Leakage flow
reduction

↓
Decrease by

33%

↓
Decrease by

33%

↓
Decrease by

33%

Mixing
enhancement

↓
Decrease by

33%

↑
Increase by

33%

-
Same

Net effect ↓↓
Decrease by

66%

-
Same

↓
Decrease by

33%

Fig. 15 Contours of v measured 5% C downstream of trailing edge plane: „a… baseline without
actuation, tÄ3%C; „b… DSJ directly over blade PS „yÄÀ0.04 pitch …, Cm,tÄ0.88, FC

¿Ä1.0. Ar-
rows indicate locations of DSJ holes.

Fig. 16 Comparison between DSJ „placed near the pressure
surface of the blade … and NSJ „placed near the vortex core …. t
Ä3%C. Both actuators at FC

¿Ä1.0.
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blockage is achieved when the DSJ is located near the pressure
side of the blade (y520.04 pitch! or the tip clearance vortex
core.

Figure 18 shows mass-averaged and stream thrust-averaged to-
tal pressure loss coefficients. Unlike NSJ, the DSJ reduces both of
them significantly from the baseline when the DSJ is located
within 20.08 pitch and 0.6 pitch.

Comparison Between DSJ and SDJ. The measurements
with the DSJ actuation presented above have elucidated two as-
pects to support the hypothesis that momentum injection is mainly
responsible for the observed blockage reduction with the use of
DSJ. The first is that the reduction is not sensitive to the actuation
frequency. The second is that the DSJ reduces both blockage and
loss in the endwall region. SDJ~steady directed jet! experiments
have been carried out to examine the hypothesis by establishing
the bulk behavior, time-averaged momentum of the directed jet
and blockage reduction.Figure 19 shows the comparison between
the DSJ and the SDJ. Note thatCm,t of the DSJ has been time-
averaged~Bae @15#!. The data essentially collapse to a single
curve verifying that the time-averagedCm,t is the important pa-
rameter in reducing the blockage with the use of directed jets.

Figure 19 shows that the tip clearance-related endwall block-
age can be completely eliminated using directed jets with a time-
averaged momentum flux that is about 13 to 19% of the momen-
tum flux of the leakage flow. In other words, endwall blockage
can be reduced to the level of the extrapolated baseline with zero
clearance when directed jets are applied at a time-averaged mo-
mentum coefficient of roughly 0.16.

Effect on Overall Efficiency. As presented above, all three
actuators~NSJ, DSJ, and SDJ! are capable of mitigating the end-
wall blockage associated with tip leakage flow. We now examine
the loss associated with the tip leakage. To determine whether the
reduction in endwall loss with the use of directed jets results in an
improvement in the overall efficiency, the reduction in the endwall
flow power deficit must be compared with the flow power ex-
pended by the actuator. The endwall flow mechanical power defi-
cit is

Pdeficit5
ṁin

r
~Pt,`2 P̄t

m!5
ṁinq`v̄ew

m

r
5Qinq`v̄ew

m

5U` cosb in

hs

2
q`v̄ew

m .

The time-averaged flow power expended by the directed jets is

PJ5~QJqJ!5
1

2
rAJUJ

35
1

2
rAJ~0.263UJ,peak

3 !.

The factor of 0.26 in the above equation is from time-averaging
the DSJ injection cycle~Bae @15#!. The ratio of endwall loss re-
duction to expended flow power,hJ is thus

Fig. 17 Endwall blockage versus pitchwise location of DSJ ac-
tuator. tÄ3%C.

Fig. 18 Endwall total pressure loss coefficient versus pitch-
wise location of the DSJ actuator „tÄ3%C…: „a… mass-
averaged v; „b… stream thrust-averaged „or fully mixed-out … v.

Fig. 19 Comparison between the DSJ and the SDJ „steady di-
rected jet …. Holes of both actuators are placed over the pres-
sure surface of the blade. tÄ3%C. DSJ at FC

¿Ä1.0.
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hJ5
DPdeficit

PJ
31005

~Pdeficit!baseline2~Pdeficit!control

PJ
3100~%!.

Figure 20 shows the values ofhJ for the DSJ and the SDJ at
C̄m,t50.25. Only about 16% of the flow power expended by the
DSJ and about 30% of the flow power expended by the SDJ are
regained in increasing the flow power measured 5%C down-
stream of the trailing edge plane~or in reducing the mass-
averaged total pressure loss! and the remainder is lost. Conse-
quently, there is a net loss in the flow power with the use of
directed jet actuation.

The difference in thehJ of the DSJ and the SDJ is because the
flow power scales with the cube of the jet velocity. The cyclic DSJ
has a peak jet velocity about twice the SDJ velocity for the same
time-averaged momentum coefficient. The amount of the reduc-
tion in Pdeficit is the same for both the DSJ and the SDJ for a given
time-averaged momentum coefficient. Therefore, a higherPJ of
the DSJ for the sameDPdeficit results in a lowerhJ compared to
the SDJ.

Even for the SDJ,hJ is very low, when compared to boundary
layer separation control wherein active control benefits from great
leverage achieving about 1600% return on the input electrical
power to the actuator~McCormick @22#!. The ratiohJ that is well
below 100% in the current tip leakage flow control suggests that
there is no leverage for loss reduction, which one can take advan-
tage of, at least with the schemes considered in this study.

The two reasons forhJ being less than 100% are:~i! the rela-
tive angle between the directed jet and the main flow, and~ii ! the
mixing process of the high velocity jet with the passage flow. We
can examine how much loss is attributed to each. To examine the
effect of the relative flow angle, it is assumed that only the jet
flow power associated with the velocity component parallel to the
main flow is regained in increasing blade passage flow power.
Recovered flow power of the jet decreases with relative angle as
shown inFig. 21~a!. The relative angle in spanwise direction is 25
deg as illustrated inFig. 7 and the corresponding recovery rate is
74% of the expended flow power. In other words, 26% of the jet
flow power is lost due to the relative angle between the jet and the
main flow.

Mixing between the actuator jet and the blade passage flow also
incurs loss.UJ,peakof the DSJ is about 6.3U` , andUJ of the SDJ
is about 3.4U` at C̄m,t50.25. Loss due to mixing between two
streams with different magnitude of velocities can be estimated
using a control volume analysis with the result shown inFig.
21~b! where estimated recovery rate of the expended flow power
is plotted against the velocity ratio between the jet and the blade

passage flow. The recovery rate of the expended flow power de-
creases quickly from 100% as the velocity ratio increases and is
46% with a velocity ratio of 3.4~for the SDJ!. The remaining 54%
of the flow power is lost in the mixing process.

Thus, the estimated overall recovery rate of the flow powerhJ
considering losses due to relative angle and high jet velocity is
34% (50.7430.46) for the SDJ; this accounts for the observed
hJ of 30% shown inFig. 20. The mixing loss associated with a
high jet velocity is the dominant loss mechanism of the present
directed jet actuators. To increase the efficiency of the actuation
while reducing the blockage, the jet must be aligned with the main
flow direction and the velocity ratio must be reduced close to
unity. In particular, thehJ of the present DSJ and SDJ can be
improved by reducing the jet velocity while keeping the momen-
tum coefficient the same.

Summary and Conclusions
Control of compressor tip clearance flows has been explored in

a linear cascade using three types of fluidic actuators: a normal
synthetic jet, a directed synthetic jet, and a steady directed jet, all
mounted on the casing. The results are summarized as follows:

Fig. 20 Ratio of endwall loss reduction to expended flow
power of directed jet actuation at C̄m,tÄ0.25.

Fig. 21 Estimated recovery rate of expended flow power: „a…
as function of relative angle between the jet and main flow; „b…
as function of the velocity ratio for a fixed momentum injection
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1. The NSJ provides mixing enhancement only, or both mixing
enhancement and leakage flow reduction, depending on its
pitchwise location. The DSJ and SDJ actuators provide
streamwise momentum enhancement. Consequently, all
three actuators result in a reduction of clearance-related
blockage.

2. For a given actuation amplitude, the DSJ and SDJ are about
twice as effective as the NSJ in reducing clearance-related
blockage. Further the DSJ and SDJ can eliminate clearance-
related blockage with a time-averaged momentum flux
roughly 16% of the momentum flux of the leakage flow.

3. Effective pitchwise locations of actuator jets for blockage
reduction are near the blade tip or the clearance vortex core.

4. The decrease in loss is only about 30% of the expended flow
power from the present SDJ actuator, which is the best
among the actuators considered. To improve the efficiency
of the directed jet actuation, both the direction and the mag-
nitude of the jet velocity must be made close to the main
flow velocity.

5. The period of the optimum unsteady forcing for the block-
age reduction with the use of NSJ is of the order of the
convective time through the blade passage.

The present work has the following implications on tip clear-
ance flow control in axial compressors:

• Actuations based on mixing enhancement and/or leakage
flow reduction are not as effective as those based on stream-
wise momentum injection.

• Steady directed jet~SDJ! is effective in reducing tip
clearance-related blockage at design and should be further
explored for its potential benefit relative to compressor
stability.
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Nomenclature

Symbols

Ab 5 blocked area due to blockage
Ab,ew 5 endwall blocked area
Ab,tip 5 tip clearance-related blocked area

Aex 5 blade passage exit area5h3s
AJ 5 jet area
C 5 blade chord

Cm,t 5 momentum coefficient5(rUJ,peak
2 d)/(rUL

2t) or
(rUJ,peak

2 AJ)/(rU`
2 tC) ~in cascade!

C̄m,t 5 time-averaged momentum
coefficient5(rUJ

2AJ)/(rU`
2 tC) ~in cascade!

f 5 frequency~Hz!
FC

1 5 reduced frequency5 f C/U` ~in cascade!
h 5 span~blade height!

Pt 5 total pressure
Pt,` 5 far upstream reference total pressure

Q 5 flow rate5AU

q` 5 far upstream reference dynamic head50.5rU`
2

ReC 5 Reynolds number5U`C/n
s 5 pitch ~spacing between blades!

U 5 flow velocity
Ux 5 axial flow velocity

Ux,edge 5 edge axial flow velocity
UJ,peak 5 peak center velocity of synthetic jet leaving actuator

slit ~or hole!
U` 5 reference flow velocity far upstream

y 5 pitchwise location
b in 5 cascade inlet flow angle
bex 5 cascade exit flow angle
bt 5 reduced frequency52p f t/UL or 2p f t/U` ~in cas-

cade!
d* 5 displacement thickness
hJ 5 ratio of endwall loss reduction to expended flow

power
P 5 flow power
t 5 tip clearance size
v 5 total pressure loss coefficient5(Pt,`2Pt)/q`

v̄ew
m

5 mass-averaged endwall total pressure loss coefficient
v̄ew

s
5 stream thrust-averaged endwall total pressure loss

coefficient

Acronyms

NSJ 5 normal synthetic jet
DSJ 5 directed synthetic jet
SDJ 5 steady directed jet
L.E. 5 leading edge of blade
T.E. 5 trailing edge of blade
PS 5 pressure surface~or side!
SS 5 suction surface~or side!
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Numerical Study of Unsteady
Flow in a Centrifugal Pump
Computational fluid dynamics (CFD) analysis has been used to solve the unsteady three-
dimensional viscous flow in the entire impeller and volute casing of a centrifugal pump.
The results of the calculations are used to predict the impeller/volute interaction and to
obtain the unsteady pressure distribution in the impeller and volute casing. The calculated
unsteady pressure distribution is used to determine the unsteady blade loading. The cal-
culations at the design point and at two off-design points are carried out with a multiple
frame of reference and a sliding mesh technique is applied to consider the impeller/volute
interaction. The results obtained show that the flow in the impeller and volute casing is
periodically unsteady and confirm the circumferential distortion of the pressure distribu-
tion at the impeller outlet and in the volute casing. Due to the interaction between
impeller blades and the tongue of the volute casing the flow is characterized by pressure
fluctuations, which are strong at the impeller outlet and in the vicinity of the tongue. These
pressure fluctuations are died away in the casing as the advancement angle increases.
These reduced pressure fluctuations are spread to the discharge nozzle; the pressure
fluctuations are also reflected to the impeller inlet and they affect the mass flow rate
through the blade passages.@DOI: 10.1115/1.1776587#

Introduction
Single-stage centrifugal turbo-machines are mostly designed

with a spiral volute casing. The asymmetric shape of the spiral
volute and tongue results in a circumferential distortion of the
flow conditions at the outlet of the impeller. This distortion is
especially pronounced at off-design points. The circumferential
non-uniformity of the pressure field causes unbalanced radial
forces that must be considered by designing rotor-bearing
systems.

Due to the relative movement between impeller and volute cas-
ing the flow at the outlet of the impeller is strongly interacting
with the volute flow. The unsteady interaction between these com-
ponents generates pressure fluctuations, which are responsible for
unsteady dynamic forces. These unsteady dynamic forces give rise
to vibration of the pump components and generate hydraulic
noises. The physics of the hydrodynamic forces and the reasons of
the vibration and noise generation are extensively reported in@1#.

Considerable attention has already been focused to study the
unsteady interaction in centrifugal turbomachines. Both experi-
mental and numerical approaches have contributed to the under-
standing of the complex flow fluctuations due to the unsteady
interaction. There are numerous examples of the experimental in-
vestigations of which Arndt et al.@2#, Kaupert and Staubli@3#, and
Hagelstein et al.@4# are a representative sample. In addition, some
numerical studies have been undertaken to capture the unsteady
interaction and to predict the pressure fluctuations. Some of the
studies, e.g., Hillewaert and Van den Braembussche@5#, consider
the flow as inviscid and some authors, e.g., Longatte and Kueny
@6#, use a two-dimensional model. In recent years, improved com-
putational algorithms as well as hardware development have con-
tributed to enhance CFD capability. It is now feasible to use CFD
codes for a realistic prediction of the complex three-dimensional
turbulent flow in the entire pump and perform unsteady calcula-
tions see, for example, Zhang et al.@7# and Gonza´lez et al.@8,9#.
However, the knowledge about the unsteady pressure fluctuations
and the unsteady blade loading is still not satisfying. Furthermore,

the design of the centrifugal pumps has already reached a level
that only through a detailed understanding of the internal flow an
increase of the overall performance can be achieved. Due to the
curved passages inside the impeller and the volute the flow is to
be considered as three-dimensional. Additionally, since the flow
following blade passages as well as the volute casing interacts
with viscous boundary layers, secondary flows are generated.
Therefore, a correct simulation of the impeller/volute interaction
requires the simultaneous solution of the three-dimensional un-
steady Navier-Stokes equations in both the impeller and volute.

Centrifugal Pump and Test Conditions
The impeller considered in this study is a commercial one. It is

shrouded and has five backswept blades. The blade profile varies
between the hub and the shroud. The blade angle at the inlet varies
from 18.5 deg~from tangential! at the shroud to 30.0 deg at the
hub. The blade angle at the outlet is 23.5 deg. The single volute
casing is unvaned. The shape of the single volute casing is de-
signed according to the theory of a constant average velocity for
all sections of the volute~Stepanoff,@10#!. The main dimensions
and characteristic of the investigated pump and the test conditions
for this study are presented inTable 1.

Numerical Model and Computational Methods
The numerical simulations have been carried out using the

commercial code CFX-TASCflow. The flow solver of the code
employs for incompressible turbulent flow the continuity equation
and the three-dimensional time-averaged Navier-Stokes equations.
In this study, the eddy-viscosity assumption is used to model the
Reynolds stresses. The eddy viscosity is determined by means of
the Standardk-« turbulence model. The walls are modeled using
a log-law wall function. The transport equations are discretized
using an element based conservative finite volume method.

The numerical calculations are carried out with a multiple
frame of reference approach, whereby the impeller flow field is
solved in a rotating frame and the casing in a fixed one. The grid
for these two frames of reference should be generated separately.
The employed code requires provision of structured or block-
structured grids.Figure 1 shows the computational grids used to
model the impeller and the volute. Both of the grids are block
structured. The grid of the impeller models all impeller blades and
passages. In order to enhance a fully developed flow before enter-
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ing the impeller, some part of the suction nozzle is also modeled.
Therefore, the inlet surface of the impeller was extended upstream
of the physical inlet region of the blades. The grid of the impeller
is generated in 16 blocks, i.e., one block for the suction nozzle,
five blocks for the inlet region, one block for each of the five
impeller passages and each of the regions connecting blade pas-
sages with the inlet surface of the volute. All of these sub grids are
pinched H-grids. The grid for the impeller has 476,568 nodes. The
blades are defined as solid bodies, therefore only 76% of the
nodes are active nodes. The grid of the casing is generated in two
blocks, one for the volute casing and one for the discharge nozzle,
and has 356,664 nodes.

As already mentioned the numerical calculations are carried out
with a multiple frame of reference. The two frames of reference
are connected in such a way that for steady state calculations the
relative position of the impeller and casing does not change
through the calculations, i.e., that the grids of the impeller and the
casing are connected by means of a frozen-rotor interface. For
unsteady calculations the grids are connected by means of a rotor/

stator interface, i.e., that they change their relative position
through the calculation according to the angular velocity of the
impeller. The reference change occurs as the flow crosses the in-
terfaces; the appropriate transformation occurs across the interface
without any interface averaging. The rotor/stator approach ac-
counts for the interaction between two frames.

For the steady-state calculations the following boundary condi-
tions are assumed: At the inlet of the computational domain the
mass flow rate, the turbulence intensity, the eddy length scale and
a reference pressure at one grid point are specified. It is assumed,
that the absolute velocity vectors at the inlet are perpendicular to
the inlet grid surface and point into axial direction. The turbulent
intensity was assumed to be 5%. Furthermore, the eddy length
scale was assumed to be 10% of the diameter at the inlet plane. At
the outlet for all variables~with exception of pressure! a zero-
gradient condition was assumed. Both in the fixed frame and in
the rotating frame the solid walls, i.e., the impeller blades, hub
and shroud, the casing walls and the walls of the suction nozzles,
are modeled using a no-slip boundary condition.

For unsteady calculations in a previous study, the same bound-
ary conditions as for the steady state calculations were assumed.
The results are published in@11#. Some authors, e.g., Gonzalez
et al.@9# and Longatte and Kueny@6#, suggested that the assump-
tion of a fixed mass flow rate at the inlet of the computational
domain is physically unsuitable for unsteady calculations and in
particular for considering the rotor/stator interaction. Therefore, in
the present study for unsteady calculations the following boundary
conditions are used: instead of a fixed mass flow rate at the inlet
the total absolute pressure, and at the outlet the static pressure in
a single grid face are specified.

The time step of the unsteady calculations has been set to
2.0243* 1024 seconds. This time step is related to the rotational
speed of the impeller and is chosen in such a way that one com-
plete impeller revolution is performed after each 200 time steps.
The chosen time step is small enough to get the necessary time
resolution. The number of iterations in each time step has been set
to 4. This number of iterations is in most cases sufficient to reduce
the maximum residuals by three orders of magnitude. The average
values of residuals~rms values! reduce by four orders of magni-
tude. All parameter settings, for example the time step and the
number of iterations in each time step, have been retained un-
changed for all test conditions. The calculations are carried out for
four and half impeller revolutions, i.e., for 900 time steps, at the
design point—test condition 1—as well as for five impeller revo-
lutions, i.e., for 1000 time steps, at both off-design points—test
conditions 2 and 3. At each test condition at first a steady-state
calculation is carried out and the result is used to initialize the
unsteady calculation at this test point.

Results and Discussions
The results of the unsteady calculations are discussed for dif-

ferent nodal points which are shown inFig. 2 ~the nodal points are
shown exaggeratedly big in order to distinguish them!. The nodal
points are selected in one blade passage~passage 3! and in the
volute casing and in the discharge nozzle of the casing. In the
blade passage the points 1PM, 2PM, 1SM, and 2SM are located at
midspan of the passage, whereby the points 1PM and 2PM are
located at the blade pressure side at the inlet and outlet of the
blade passage respectively. The points 1SM and 2SM are located
at the suction side (P stands for pIressure side,S for sIuction side,
andM for mI idspan). The nodal points 1VM and 2VM are located
in vIolute mI idspan at different angular advancementsw, measured
from the volute tongue. The nodal points 1TM and 2TM are lo-
cated directly at the tIongue at mI idspan of the volute casing,
whereby the point 1TM is located at the impeller side of the
tongue~at w50) and the point 2TM is located at the discharge
nozzle side of the tongue. The points 1DM and 2DM are located
respectively at begin and end of the dI ischarge nozzle at mI idspanFig. 1 Grids of the computational domain

Table 1 Main characteristics of the investigated pump

Impeller:
d25508 mm Impeller outlet diameter
b2572.5 mm Impeller outlet passage width

Volute Casing:
d35523 mm Base circle diameter
b3594.3 mm Volute width at the base circle

Design Point:
ṁopt5730.0 kg/s Mass flow rate
H546.68 m Total head
n51482 rpm Rotational speed
Ns568 min21 Specific speed

Test Conditions:
~1! Mass flow rate5730.0 kg/s (ṁ/ṁopt51)
~2! Mass flow rate5541.04 kg/s (ṁ/ṁopt50.74)
~3! Mass flow rate5978.2 kg/s (ṁ/ṁopt51.34)
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of the casing. Furthermore,Fig. 2 shows the relative position of
the impeller and casing for steady state calculations as well as at
time50 of unsteady calculations.

Unsteadiness Inside the Impeller. In Fig. 3, the time histo-
ries of the pressure coefficientCp at the investigated nodal points
inside the blade passage are shown, where the time-average of the
computed mass flow rate closely captures the design mass flow
rate. By the set of boundary conditions used in the present ap-
proach, i.e., total pressure at the inlet of the computational domain
and the static pressure at a single grid face at the outlet, the design
mass flow rate can only roughly be adjusted. For the results pre-
sented here, a time-average value of 734.1 kg/s (ṁ/ṁopt51.005)

has been computed. The static pressure is normalized using a dy-
namic pressure based on the impeller outlet tip velocity:

Cp5
p2pref

0.5ru2
2 . (1)

Fig. 2 Location of the investigated nodal points, as well as the
relative position of the impeller and volute casing at time Ä0
„starting the unsteady calculations, initiated from steady-state
solutions …

Fig. 3 Unsteady pressure distribution at midspan of the blade
passage at ṁ Õṁ optÉ1.0

Fig. 4 Unsteady pressure distribution at midspan of the blade
passage at ṁ Õṁ optÉ0.74

Fig. 5 Unsteady pressure distribution at midspan of the blade
passage at ṁ Õṁ optÉ1.34
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As it can be seen inFig. 3, the final periodic unsteady solution
is achieved after one impeller revolution, whereby each impeller
revolution needs 200 time steps~40,486 ms!. At the design point
~Fig. 3! the calculations are carried out for four and half impeller
revolutions, i.e., for 900 time steps. And at both off-design points,
Figs. 4 and 5, for five impeller revolutions, i.e., for 1000 time
steps.

According toFig. 3 negativeCp values at the inlet of the blade
passage can be observed. A negativeCp refers to a pressure that is
lower than the pressure at the reference point, which is selected at
the impeller eye. Furthermore, at the inlet of the blade passage in
the immediate vicinity of the leading edge, a pressure surplus on

the suction side~nodal point 1SM! compared to the corresponding
values on pressure side~nodal point 1PM! can be observed. This
result indicates a negative blade incidence, which is actually typi-
cal for mass flow rates in excess of the design mass flow rate.
Indeed, as already mentioned, the mass flow rate exceeds margin-
ally the design mass flow rate.

Fig. 6 Unsteady mass flow rate through each blade passage
at ṁ Õṁ optÉ0.74

Fig. 7 Unsteady mass flow rate through each blade passage
at ṁ Õṁ optÉ1.3

Fig. 8 Unsteady pressure distribution in the volute casing at
ṁ Õṁ optÉ1.0

Fig. 9 Unsteady pressure distribution in the volute casing at
ṁ Õṁ optÉ0.74
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Figures 4 and 5show the time histories of the pressure coef-
ficients in the blade passage at off-design pointsṁ/ṁopt'0.74 and
ṁ/ṁopt'1.34, respectively. The phenomenon inFig. 3—a nega-
tive blade incidence—can also be observed inFig. 5, but much
more intensely. According toFig. 4, representing a part load op-
eration point, at the inlet of the blade passage the pressure at the
nodal point 1PM is higher than at the suction side nodal point
1SM.

ConsideringFigs. 3–5, it can be seen that the amplitude of the
pressure fluctuations within the impeller passage grows in magni-

tude as the trailing edge of the blade is approached. The Compari-
son ofFig. 3 with Figs. 4 and 5, shows that the amplitudes of the
pressure fluctuations at off-design points are considerably larger
than the amplitudes at the design point. However, the amplitude of
the pressure fluctuations at a mass flow rate higher than the design

Fig. 10 Unsteady pressure distribution in the volute casing at
ṁ Õṁ optÉ1.34

Fig. 11 Unsteady pressure distribution at the tongue of the
casing at ṁ Õṁ optÉ1.0

Fig. 12 Unsteady pressure distribution at the tongue of the
casing at ṁ Õṁ optÉ0.74

Fig. 13 Unsteady pressure distribution at the tongue of the
casing at ṁ Õṁ optÉ1.34
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point is obviously more critical. Comparing the pressure fluctua-
tions at the pressure side~nodal points 1PM and 2PM! to suction
side ~nodal points 1SMand 2SM! reveals that in all operating
points the amplitude of the pressure fluctuations on the pressure
side of the blade passage is larger than on the suction side.

Since the flow is incompressible, strong pressure fluctuations at
the impeller outlet caused by the interaction between the blades
and tongue of the volute casing, are reflected upstream to the
impeller inlet~see the pressure distribution for nodal points 1PM,
1SM!. Thus, pressure fluctuations at the impeller inlet influence
the mass flow rate through the blade passages, as it can be seen
from Figs. 6 and 7. According to these Figs. the mass flow rate

through each blade passage varies with time according to the rela-
tive position of the blade passage to the tongue of the volute
casing. The periodic pressure distribution at the impeller-inlet and
outlet leads to a periodic flow, which results in a cyclic accelera-
tion and deceleration of the fluid flow inside each blade passage.
At the upper part ofFig. 7, the relative position of the passage 1
to the tongue of the volute casing at time step zero as well as
exemplary at the begin and at the end of one deceleration and one
acceleration-phase are shown; they are linked to the correspond-
ing points of the graph for passage 1. Deviations of the exact
repeatability inFigs. 6 and 7are partly numerical. However, also
in a real pump an exact repeatability of mass flow rates through

Fig. 14 Pressure distribution at midspan of the pump „a…, pressure distribution „b…, and secondary flow „c… in the cross-
sectional plane of the volute casing at angular advancement wÄ60 deg at three different time steps at off-design point
„ṁ Õṁ optÉ0.74…, †13‡
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each blade passage at every impeller revolution can not be
achieved, since the initial values at each impeller revolution vary
slightly.

Unsteadiness Inside the Volute-Casing. The time histories
of the pressure coefficientCp at the investigated nodal points in
the volute casing and at the tongue of the casing are shown in
Figs. 8–13, where both design and off-design points are taken
into account. By ConsideringFigs. 8–10 it is evident, that pres-
sure fluctuations assume most pronounced intensities in points
located closest to the tongue, e.g., points 1VM, 1 TM. The ampli-
tude of these pressure fluctuations die away with advancement of
w ~2VM!, but is still significant at the discharge nozzle~1DM!. At
the outlet of the discharge nozzle~2DM! the pressure fluctuations
have almost vanished.

According toFigs. 11–13, the pressure fluctuations at the im-
peller side of the tongue, nodal point 1TM, are strong and have
large amplitudes. At the discharge side of the tongue at nodal
point 2TM these pressure fluctuations have died away and thus,
the amplitudes of the fluctuations are considerably smaller.

Contour Plots at Various Instances. The unsteady calcula-
tions capture the interaction between the tongue and the blades.
Figure 14~a! shows the contour plots of the pressure coefficient at
the midspan of the impeller at three different time steps. Accord-
ing to this figure the tongue and the blades are interacting
strongly. As each blade approaches the tongue, very strong pres-
sure fluctuations in the vicinity of the tongue can be observed.
These pressure fluctuations are propagated in the volute and are
spread to the discharge nozzle. The fluctuations are also reflected

Fig. 15 Pressure distribution „a… and secondary flow „b… in the cross-sectional plane of the volute casing at angular advance-
ment wÄ260 deg at three different time steps at off-design point „ṁ Õṁ optÉ0.74…
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in the impeller and are spread to the inlet region. Part (b) of this
figure shows the distribution of the pressure coefficient at the
cross-sectional plane of the volute casing at the advancement
anglew560 deg at the same time steps as in part (a). In order to
distinguish the pressure fluctuations, the minimum and maximum
values of the color scale of contours remain in all the time steps
the same. It means contour level scales are consistent between all
time steps. It is to distinguish that at different time steps the pres-
sure fluctuates strongly~colors vary strongly!, but the pressure
gradients in the cross-sectional plane remain in all time steps al-
most the same, at all the time steps there are two pronounced
minimum value regions in the pressure distribution of the cross-
sectional plane. These pressure gradients are arising from the pas-
sage curvature~centrifugal forces! and they are in combination
with boundary layers responsible for the secondary flows in the
volute casing. Since these pressure gradients do not vary with
time, the secondary flow, shown in part (c) of Fig. 14, does not
vary too. The secondary vectors are the projections of the calcu-
lated velocity vectors onto the investigated cross-sectional plane.
The centers of the vortices of the secondary flow in part (c) cor-
respond to the two pronounced minimum value regions in part (b)
of the figure. The high velocity core in the cross section is driven
by the impeller.

In Fig. 15, the pressure coefficient as well as secondary flow
velocity vectors are depicted in a cross-sectional plane of the cas-
ing at an angular advancement ofw5260 deg. By considering
Fig. 15, it is obvious that pressure fluctuations die away with
increasing angular advancementw ~the colors remain in all time
steps almost unchanged!. In this cross-sectional plane only one
deficit region can be observed and correspondingly the secondary
flow has only one vortex. As already mentioned, the secondary
flows are caused by pressure gradients perpendicular to the flow
direction, whereby the pressure gradients depend on the passage
curvature; they vary according to the shape of the cross-sectional
plane and according to the local radius of the spiral volute~see,
for example@12#!.

Blade Loading Results. Using the calculated pressure distri-
bution in the impeller, the magnitude of blade loading can be
estimated. To calculate the blade loading the static pressure was
integrated over the entire surface of the blades. The unsteady pres-
sure distribution results in an unsteady blade loading, which is
shown inFig. 16. The blade loading is normalized using the fol-
lowing equation:

Fnormalized5
F radial

0.5ru2
2pd2b2

, (2)

wherer means the density of the fluid,d2 is the impeller diameter,
andb2 is the width of the impeller at the outlet. Applying Eq.~2!
to different test conditions, blade loading appears to assume—as
expected—much larger values at off-design conditions~1.3 and
0.74 mass flow ratios!. According to Fig. 16, at off design
points—specially at 1.3 mass flow ratio—the amplitudes of the
fluctuations due to flow unsteadiness are equal to the average net
blade loading values. This unsteady blade loading gives rise to
dynamic effects, which are one of the most important reasons of
vibration and hydraulic noises. In order to appraise the virtue of
the present unsteady computational approach with semi-empirical
correlation given by Stepanoff@10# may be used. Stepanoff has
suggested that the radial thrust due to due to the nonuniformity of
the circumferential pressure distribution is a function of total
head,H, impeller diameter,d2 , impeller width,b2 , and an ex-
perimental coefficientKr

F radial–Stepanoff5KrrgHd2b2 . (3)

The coefficientKr depends on the operating point and reaches
its maximum at shutoff:

Kr5~0.36••••••0.6!F12S ṁ

ṁopt
D 2G . (4)

Comparing normalized time-averaged loading values~Fig. 16!,
numerical calculations appear to be less responsive to off-design
conditions. On the other hand, the coefficient in Eq.~4! is more or
less uncertain in the setup considered here.

Conclusion
The results obtained show that the flow field in the impeller and

volute casing of centrifugal pumps is periodically unsteady. It was
confirmed that due to the interaction between impeller and volute
casing the flow is characterized with pressure fluctuations, which
are strong at impeller outlet and at the vicinity of the tongue. The
large amplitudes of the pressure fluctuations at impeller outlet and
in tongue region die away in the casing as the advancement angle
increases. These reduced pressure fluctuations are spread to the
discharge nozzle and are reflected to the impeller inlet. Using the
unsteady pressure distribution inside the impeller, unsteady blade
loading, which is one of the most important reasons of vibration,
was calculated. The comparison of the numerical results obtained
in this study with the published experimental results show a quali-
tative good agreement of the results considering the behavior of
the unsteady pressure fluctuations.

Nomenclature

b2 5 outlet passage width of the impeller
Cp 5 pressure coefficient
d2 5 outlet diameter of the impeller

F radial 5 radial force~blade loading!
p 5 pressure

u2 5 impellėr outlet tip velocity
r 5 density
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Thermoacoustic Modeling of a
Gas Turbine Combustor Equipped
With Acoustic Dampers
In this work, the TA3 thermoacoustic network is presented and used to simulate acoustic
pulsations occurring in a heavy-duty ALSTOM gas turbine. In our approach, the combus-
tion system is represented as a network of acoustic elements corresponding to hood,
burners, flames and combustor. The multi-burner arrangement is modeled by describing
the hood and combustor as Multiple Input Multiple Output (MIMO) acoustic elements.
The MIMO transfer function (linking acoustic pressures and acoustic velocities at burner
locations) is obtained by a three-dimensional modal analysis performed with a Finite
Element Method. Burner and flame analytical models are fitted to transfer function mea-
surements. In particular, the flame transfer function model is based on the time-lag con-
cept, where the phase shift between heat release and acoustic pressure depends on the
time necessary for the mixture fraction (formed at the injector location) to be convected to
the flame. By using a state-space approach, the time domain solution of the acoustic field
is obtained. The nonlinearity limiting the pulsation amplitude growth is provided by a fuel
saturation term. Furthermore, Helmholtz dampers applied to the gas turbine combustor
are acoustically modeled and included in the TA3 model. Finally, the predicted noise
reduction is compared to that achieved in the engine.@DOI: 10.1115/1.1791284#

1 Introduction
In gas turbines operating with lean premix flames, the suppres-

sion of acoustic pulsations is an important task related to the qual-
ity of the combustion process and to the structural integrity of
engines. Pressure pulsations may occur when acoustic resonance
frequencies are excited by heat release fluctuations independent
on the acoustic field~‘‘loudspeaker’’ behavior of the flame!. Heat
release fluctuations can also be generated by acoustic fluctuations
in the premixed stream. The feedback mechanism inherent in such
a process may lead to combustion instabilities, the amplitude of
pulsations being limited only by nonlinear effects~‘‘amplifier’’
behavior of the flame!.

To predict the acoustic field generated in gas turbine combus-
tors, the combustion system may be lumped into several elements
~e.g., hood, burners, flames, combustor, cooling channels, etc.!
that are combined in athermoacoustic network@1–6#. This ap-
proach has the advantage that different network elements are mod-
eled using different acoustic models. In particular, annular hoods
and annular combustors may be represented by means of approxi-
mate analytical solutions of the wave equation. Multi-burner ar-
rangements are simulated by modeling the hood and combustor as
Multiple Input Multiple Output~MIMO ! elements, described by a
transfer function linking acoustic pressures and acoustic velocities
at burner locations@2–4#. A more accurate prediction of the hood
and combustor is obtained by using Finite Element Methods
~FEM! @5,6#. When the geometrical extent of burners and flames
is small compared to acoustic wavelengths, only plane wave
propagation may be considered. This ‘‘compactness’’ assumption
restricts the application of the network approach to the low-
frequency regime. Compact burners and compact flames are
treated as two-port elements, where acoustic pressure and acoustic
velocity upstream and downstream of the element are coupled
linearly via a four-element transfer matrix. AnL2z model is

usually employed to describe the burner transfer function by
means of burner ‘‘end-correction’’~measuring hood and combus-
tor air mass oscillations induced by burner air fluctuations! and
‘‘loss coefficient’’ ~measuring the acoustic dissipation in the
burner! @7#. The flame transfer matrix describes the interaction
process between periodic heat release and an acoustic field. For
lean premix flames, the sensitivity of heat release fluctuations to
equivalence ratio oscillations may represent a strong feedback
mechanism. In thetime-lag approach, equivalence ratio oscilla-
tions are generated at the fuel injector location and then convected
to the flame, this time-delay depending on the fluid dynamic field
between the injector and the flame@1–5#. The combustion system
stability is analyzed by determining the network eigenfrequencies.
In linear and stable networks, pressure pulsation is also predicted
in the frequency domain. In general, pulsation spectra may be
obtained in the time domain by introducing nonlinearities to limit
the growth of pressure amplitude@4,5#.

In this work we present theTA3 thermoacoustic network used
for simulating the thermoacoustic response of a GT11N2
ALSTOM heavy-duty gas turbine. InTA3, the hood and the com-
bustor are represented by means of three-dimensional FEM modal
expansion. For theL2z representation of burners, the end-
correction is obtained by FEM applied to a combustor/burners/
hood model and the loss coefficient from impedance tube acoustic
measurements. The flame is modeled as a gas dynamic disconti-
nuity whose transfer function is measured in an atmospheric com-
bustion test rig. A time-lag model of the flame transfer function is
fitted to the experimental data. All the network element models
are formulated in the time domain using a state-space representa-
tion and interconnected to obtain the model of the entire network
system@8#. The stability analysis is then performed by computing
the system eigenfrequencies. The time domain solution is obtained
by including nonlinear saturation of the heat release term.

In addition to the above features,TA3 can also simulate the
effect of Helmholtz dampers applied to the combustion system for
suppressing acoustic pulsations. A Helmholtz damper consists of a
volume with a neck through which the fluid inside the resonator
communicates with an external medium@9#. In combustion appli-
cations, a cooling flow must be maintained through the resonator
in order to prevent overheating. When applying a resonator to an
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2004-GT-53977. Manuscript received by IGTI, October 1, 2003; final revision,
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enclosure, the resonator resonance frequency is tuned to the fre-
quency of the eigenfrequency to be damped in the enclosure. The
effect of the damper is then to replace the original eigenfrequency
with two new acoustic modes, whose pressure amplitude may be
made very small by appropriately tuning the resonator damping
@10,11#. Therefore, for a specific eigenfrequency the use of Helm-
holtz dampers enhances the stability of the system by increasing
the modal damping. In the present work, Helmholtz dampers ap-
plied to the GT11N2 combustor are acoustically modeled and in-
cluded in theTA3 network. Finally, the predicted noise reduction
is compared to that achieved in the engine.

2 Thermoacoustic Modeling of Engine
The GT11N2 ALSTOM gas turbine is shown in Fig. 1. On the

top of the silo combustors, both EV17i premix burners@12# and
Helmholtz resonators are mounted. The thermoacoustic response
of the engine is simulated by means of aTA3network including a
hood, burners, flames, a combustor and resonators.

2.1 Hood and Combustor. Hood and combustor are mod-
eled by means of FEM modal analysis applied to the real geom-
etries. However, the only openings modeled on the boundary sur-
face are those corresponding to burners and resonators. Therefore,
both hood air supply channels and combustor exit are assumed
acoustic closed boundaries. This assumption is motivated by the
large area jump between air supply channels and hood and by the
large flow Mach number at the combustor exit. By assuming
acoustic wavelengths much larger than burner and resonator di-
mensions, the acoustic pressurep̂ j and normal acoustic velocityû j
are assumed uniform on the opening areaAj centered on the
boundary atxW j ~see Fig. 2!. The acoustic unknownsp̂ j and û j are
expressed by making use of Green’s functions and modal expan-
sion @9#. It reads as

p̂ j5 ivrc2G~xW j ,xW k!Akûk , (1)

where the Green’s functionG(xW j ,xW k) is defined as

G~xW j ,xW k!5(
n50

N
cn~xW j !cn~xW k!

VLn~v222iva2vn
2!

, (2)

with Ln5*Vcn
2dV. In our notation, the acoustic velocity is de-

fined as positive when its direction points outside the volume.
Equation~1! describes the MIMO system relating theK velocities
to theK pressures at volume openings. The eigenfunctionscn and
eigenfrequenciesvn are the solutions of the problem

c2¹2c1v2c50, (3)

¹c•nW 50 onV boundary. (4)

The acoustic damping is directly introduced in Eq.~2! by means
of the modal damping coefficienta. Therefore, as a solution of the
real problem~3!–~4! both eigenfunctions and eigenfrequencies are
real functions. The modal expansion approach does not include
mean flow effects, such effects are considered negligible because
of the small flow Mach number.cn andvn are obtained numeri-
cally by applying FEM@13#. A hood and a combustor mode are
shown in Fig. 3. Equation~1! yields the exact solution forN
5`. However, a limited number of modes~depending on the fre-
quency range of interest! is generally sufficient to represent the
network element.

2.2 Burners. Acoustically compact burners are described
by the 232 transfer matrixT defined by the expression

F p̂2 /~r2c2!

û2
G5FT11 T12

T21 T22
G F p̂1 /~r1c1!

û1
G . (5)

The transfer functionT(v) linearly relates acoustic pressure and
acoustic velocity on both the sides of the one-dimensional acous-
tic element. The burner transfer function has been measured in the
atmospheric impedance tube shown in Fig. 4. The test rig consists

Fig. 1 GT11N2 ALSTOM gas turbine

Fig. 2 Thermoacoustic network elements

Fig. 3 Example of combustor mode „left … and hood mode
„right …
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of a hollow steel tube with a circular cross section. The tube
diameter ensures that plane wave propagation occurs inside the
tube for frequencies below the maximum of interest~cut-off fre-
quency!. The burner is mounted on the impedance tube flange and
an air flow may also be introduced to simulate the engine burner
speed. Several loudspeakers emitting pure toned frequency signals
at various frequency intervals are used for the acoustic forcing.
The response to this excitation is then measured using arrays of
microphones mounted along the top side of the tube. Acoustic
pressure and acoustic velocity upstream and downstream of the
burner can be calculated from the microphone data using the
Multi-Microphone Method @7#. Therefore, the burner transfer
function relating the cross sections 1 and 2~upstream and down-
stream of the burner, respectively! is obtained from Eq.~5!. In our
approach we locate both sections 1 and 2 at the burner exit, i.e.,
the burner is modeled as an acoustic discontinuity. An example of
measured magnitudes of burner transfer function elements is re-
ported in Fig. 5. Magnitude and phase measurements show that
the burner transfer function may be expressed by means of the
L2z model @7#

T5F1 irvL1rzu

0 1 G . (6)

Note that contrary to the hood and combustor, mean flow effects
are taken into account in the burner model. The pressure loss term
z obtained from impedance tube measurements is also employed
in engine simulations. In the range of variation of the burner ve-

locity, no significantz variations were observed. The measured
end-correctionL reported in Fig. 5 is a function of the test rig area
changes upstream and downstream of the burner@14#. To obtain
the end-correction for the engine geometry, FEM andTA3 simu-
lations of the combustion system model including the hood, burn-
ers and the combustor are performed. Then, the burner end-
correction of the TA3 model is tuned to obtain the same
eigenfrequencies of the FEM model. The FEM combustion system
model is shown in Fig. 6 together with the acoustic mode corre-
sponding to the engine pulsation peak~determinated later in this
work!. Note that in spite of the complicated geometry, the accu-
racy of the FEM burner modeling is proved by the FEM transfer
function also reported in Fig. 5. The result of this end-correction
calibration is illustrated in Fig. 7. The end-correction calibration
does not account for flow effects, in agreement with the small
sensitivity shown by impedance tube measurements with respect
to the burner speed.

2.3 Flames. The thermoacoustic dynamics of the EV17i
burner flame depends on the several physical mechanisms affect-
ing the heat release process~fuel injection, mixing, convective
and diffusive transport, flame stabilization, chemical kinetics!.
The flame transfer function is the crucial element to perform ac-
curate thermoacoustic simulations. In our approach, we measure
flame transfer functions using the atmospheric combustion facility
shown in Fig. 8@1#. The test rig consists of a plenum chamber and
a combustion chamber, respectively, upstream and downstream of

Fig. 4 Impedance tube test rig

Fig. 5 Magnitude of burner transfer function terms. Dashed line: impedance
tube measurements; solid line: FEM simulation
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the burner. The acoustic boundary condition of the exhaust system
can be adjusted from almost anechoic~reflection coefficient
,0.15) to open end reflection. Controlled excitation of the burner
flow is accomplished by a circumferential array of loudspeakers.
Pressure fluctuations are measured using water-cooled micro-
phones. Like for the burner, the Multi-Microphone Method is used
to obtain the transfer function of a zero-thickness flame~acoustic
discontinuity! located at the burner exit. However, the flame acts

also as a sound source independent of the acoustic field. To model
the acoustic source behavior of the flame, a frequency dependent
source termS5@Sp ,Su#T is added to the right-hand side of Eq.
~5!. The termS5@Sp ,Su#T is modeled by measuring in the com-
bustion test rig the frequency spectra of the combustion noise
term. Then, a transfer functionSH is fitted to the magnitude of the
combustion noise frequency spectra. Finally, the source term is
obtained by filtering a randomly generated time signal with the
transfer functionSH . Both the flame transfer function and the
source term measurements are performed under atmospheric con-
ditions in a broad range of variation of the burner speed and the
flame temperature. An example of the flame transfer function
measurement is reported in Figs. 9–10.

The measured flame transfer functions also give more physical
insight into the interactions occurring in the flame. A theoretical
expression for flame transfer functions is obtained starting from
the acoustic jump relations written for planar flames in low-Mach
number flows. They read@15# as

p̂25 p̂1 (7)

û25û11u1S T2

T1
21D S Q̂

Q
2

p̂1

p1
D . (8)

In Eq. ~7!, the coefficientT12 defined in Eq.~5! is zero. On the
contrary, Fig. 9 shows thatuT12u is different from zero in the low
frequency region. However, in this frequency region the accuracy
of measurements is lower and frequencies are lower than the low-
est frequency of interest for engine spectrum predictions. By ne-
glecting flame speed fluctuations, heat release fluctuations are ex-
pressed as@16#

Q̂

Q
5

r̂1

r1
1

Ŷf ,1

Yf ,1
. (9)

By assuming isentropic flow upstream of the flame, density fluc-
tuations are given by

r̂1

r1
5

p̂1

g1p1
. (10)

Fuel mass fraction fluctuations at the injector location are given
by

Ŷf ,i

Yf ,i
52

ûi

ūi
2

p̂i

g i p̄i
, (11)

where we have assumed that the fuel mass flow rate is much
smaller than the air mass flow rate. Furthermore, fuel mass flow
rate fluctuations have been neglected in Eq.~11! because of the
large injector pressure drop. Following the time-lag approach,Ŷf ,i
is convected by the mean flow to the flame during the time delay
t necessary to fluid elements to travel from the injector to the
flame. Therefore, one has

Fig. 6 FEM model „left … and example of the acoustic mode
„right … of the combustion system

Fig. 7 A comparison of combustion system eigenfrequencies:
FEM vs network results

Fig. 8 Combustion test facility for flame transfer function measurements
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Ŷf ,1

Yf ,1
5

Ŷf ,i

Yf ,i
e2 ivte2 ~1/2! v2s2

, (12)

wheres is the standard deviation of the Gaussian distribution of
time delays@16#. The time delay distribution accounts for effects
due to distributed fuel injection, non planar flame shape and time
delay diffusion. The values oft ands are generated from fits to
experimental transfer functions. By employing values oft ands
dependent on the burner speed and flame temperature, a good
agreement between an analytical model and measurements is ob-
tained for all the EV17i operating conditions. Figures 9–10 show
the comparison for one of the burner operating points.

2.4 Helmholtz Dampers. A schematic of a cooled GT11N2
Helmholtz resonator is shown in Fig. 11. The cooling air is sup-

plied by the hood and enters the resonator through an opening
located on the resonator volume. The neck mouth communicates
directly with the combustion chamber. Both the resonator neck
and volume are modeled as ducts where plane acoustic wave
propagation occurs. The relation between acoustic impedances at
duct extremities 1 and 2 in Fig. 11 is given by@17#

Z15

i

G
~ek,G2e2k,G!1Z2~ek,G1e2k,G!

~ek,G1e2k,G!1Z2~ek,G2e2k,G!
, (13)

where theG factor is given by the Kirchhoff solution

Fig. 9 Flame transfer function magnitude. Solid line: measurements; dashed
line: analytical model.

Fig. 10 Flame transfer function phase. Solid line: measurements; dashed line:
analytical model.
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G5 i 1
i 11

&Sh
S 11

g21

APr
D . (14)

The area jump between the neck and the resonator volume is
modeled by forcing the continuity ofp̂ and ûA. Furthermore, at
neck ends an additional transfer function must be considered to
account for end-resistance and end-reactance. The end-resistance
is due to the area change pressure drop. The end-reactance ac-
counts for the fluid mass inside the combustor that is involved in
fluctuations by the air fluctuating inside the neck. The correspon-
dent transfer function is expressed by Eq.~6!, where the end-
correction and pressure loss coefficient are functions of cooling
flow velocity, area expansion and frequency@14#. The Helmholtz
dampers were also tested in the impedance lab under atmospheric
conditions. Figure 12 reports the comparison between measured
and computed reflection coefficients for a GT11N2 resonator with
cooling flow throughout.

3 Thermoacoustic Network
The combustion system elements are assembled together in the

TI hermo-AI coustic 3I -dimensional ~TA3! network written in the
MATLAB environment@18#. Using the frequency domain formula-
tion employed in the previous section, the stability analysis of the
combustion system is performed by computing the eigenvalues of
the resulting linear system. The real part of eigenvalues gives the

frequency of pulsation peaks. The growth rate~i.e., the eigenvalue
imaginary part! determines the stability of the system. UsingTA3,
pulsation spectra are also computed by post-processing the time
domain solution. The time domain representation of Eq.~1! cor-
responds toK second order differential equations relating 2K un-
knowns. Noting that a differential equation of any order can be
represented as a system of first order differential equations and
that all the terms of the Green’s function~2! have the same poles
vn , Eq. ~1! can be expressed in the time domain by astate-space
formulation consisting of 2N1K first order differential equations
in 2N12K unknowns. It reads@8# as

]y

]t
5Ay1Bu8, (15)

p85Cy1Du8, (16)

where

y5@y1 , . . . ,y2N#T,

p85@p1 , . . . ,pK#T, u85@u1 , . . . ,uK#T,

A5F 0 2vn

vn 22a

�

0 2vn

vn 22a

G ,

B5F 0 . . . 0

2c1~xW1!A1 . . . 2c1~xWK!AK

]

0 . . . 0

2cN~xW1!A1 . . . 2cN~xWK!AK

G ,

C5
rc2

V F 0
c1~xW1!

L1
0

cN~xW1!

LN

] ] ¯ ] ]

0
c1~xWK!

L1
0

cN~xWK!

LN

G ,

D50.

The state-space representation is also used to model burners,
flames and resonators. In particular, the flame model contains a
time delay term and is of infinite order in time domain. In order to
avoid systems of infinite order, the time delay is approximated by
a Padéapproximation. The entire system can now be modeled by
interconnecting all the outputs of the subsystems to the inputs of
their ‘‘neighbors’’~see Fig. 2!. Special care is taken to ensure that
the system is causal and stable. The source terms in the flame
module provides the external excitation. Unbounded amplitude
growth in time is avoided by non-linear fuel saturation, that is
introduced by applying the functionH to fuel mass fraction fluc-
tuations of Eq.~9!. It reads@5# as

H$Yf ,18 ~ t !%5H Yf ,18 ~ t ! if uYf ,18 ~ t !u,Yf , lim

sign@Yf ,18 ~ t !#Yf , lim if uYf ,18 ~ t !u.Yf , lim

The computational time for a single spectrum simulation is in
MATLAB of the order of 0.5 min.

4 Results
The TA3 GT11N2 model has been used to simulate baseload

conditions. Both engine andTA3 spectra reported in Fig. 13 were
obtained without employing any resonator tuned at the pulsation
peak frequency. The atmospheric flame transfer function was em-
ployed without any pressure scaling, assuming the natural gas

Fig. 11 GT11N2 cooled Helmholtz damper

Fig. 12 Reflection coefficient of GT11N2 cooled resonator.
Solid line: analytical model; triangles: impedance lab measure-
ments.
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chemical kinetics independent of pressure. The fuel saturation pa-
rameterYf , lim of Eq. ~17! was fitted to the engine spectrum, lead-
ing to an accurate pulsation amplitude prediction over the fre-
quency range of interest. After having calibrated the model,
different engine operating conditions could be successfully simu-
lated without any variation of the calibration parameters. In par-
ticular, Fig. 14 showsTA3 and engine spectra for an engine con-
figuration with resonators tuned at the pulsation peak frequency.
Also in this case, a good agreement between simulations and mea-
sured spectrum was achieved. The pulsation amplitude reduction
with resonators is about 50%, showing the effectiveness of using
Helmholtz resonators for gas turbine acoustic damping.

5 Conclusions
The TA3 thermoacoustic network has been presented and ap-

plied to the prediction of pulsation spectra in a heavy-duty
ALSTOM gas turbine combustor. The use of the thermoacoustic
network approach has the advantage that the different network
elements may be described by different acoustic models singularly
validated. Therefore, a Finite Element Method description of the
hood and the combustor accounted for the geometrical complexity
of the two elements, the physics being described by the wave
equation without mean flow effects. In the low-frequency range,
burners, flames and resonators have been treated as compact ele-

ments ~one-dimensional from the point of view of the internal
acoustic field!. The burner transfer function has been measured
and fitted to anL2z model. To obtain the burner end-correction
for the engine geometry, a method based on the Finite Element
Method analysis of the ‘‘cold’’~i.e., without flame! combustion
system has been proposed. Flame transfer function measurements
have permitted us to identify equivalence ratio fluctuations as the
main mechanism responsible for acoustic-flame feedback. The
acoustic elements have been assembled in theTA3 network and
the time solution has been obtained. The experimental–numerical
combined process behind theTA3 network leads to very fast and
accurate engine spectrum computation. In particular, the correct
prediction of the effects of acoustic dampers applied to gas turbine
combustors have been demonstrated.

Nomenclature

~•! 5 mean flow quantities
(•)8 5 acoustic perturbations

(• )̂ 5 Laplace transform of acoustic perturbations
A 5 cross sectional area of burners or resonators
c 5 speed of sound

G 5 Green’s function
H 5 fuel saturation function
k 5 wave number5v/c
K 5 number of openings on hood or combustor
, 5 length of resonator ducts
L 5 end-correction
nW 5 outward normal vector
N 5 number of acoustic modes
p 5 pressure

Pr 5 Prandtl number
Q 5 heat release per unit area and time

Sh 5 shear number5AvA/(pn)
T 5 temperature.
T 5 transfer matrix
u 5 normal flow velocity
V 5 volume of the hood or combustor
xW 5 coordinate of burner exit or resonator neck mouth
y 5 state variables

Yf 5 fuel mass fraction
Z 5 acoustic impedance normalized byrc
a 5 acoustic damping coefficient
g 5 specific heat ratio
G 5 plane wave attenuation factor
z 5 pressure loss coefficient

ln 5 mode normalization factor
n 5 kinematic viscosity
r 5 density
s 5 standard deviation oft distribution
t 5 time delay

cn 5 acoustic mode
v 5 circular frequency52p•frequency

vn 5 acoustic eigenfrequency

Subscripts

1 5 acoustic element upstream section
2 5 acoustic element downstream section
i 5 injector location
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Experimentally Verified
Numerical Optimization of a
Three-Dimensional Parametrized
Turbine Vane With
Nonaxisymmetric End Walls
A three-dimensional optimization procedure on the basis of a transitional Navier-Stokes
code has been developed and tested. It allows complete three-dimensional parameteriza-
tion of the flow channel for improved engine component design. Both the aerofoils and the
end walls are three-dimensionally parameterized to permit full design control over the
wetted surface. The end wall curvature is in fact controlled by the superposition of an
axisymmetric and a nonaxisymmetric parameterization. The target comprises profile and
secondary losses. The optimization procedure was applied to a low-loss turbine vane and
resulted in an aerodynamic design with considerably reduced losses. Vanes and end walls
were then manufactured according to this optimization. The high-speed cascade wind
tunnel measurements performed on these parts confirm the computational results.
@DOI: 10.1115/1.1773848#

Introduction
Improving aircraft engine component efficiencies beyond the

high level already achieved by aerodynamic means is an ambi-
tious task, which requires innovative ideas and methodological
approaches.

A promising suggestion is to make full use of the geometrical
degrees-of-freedom available in aerodynamic design. In the 1970s
first studies were conducted to investigate e.g. traditionally ne-
glected annulus design options for the improvement of aerofoil
performance. Twenty years ago even nonaxisymmetric annulus
contouring has already been proposed. In many of these investi-
gations attempts were made at designing aerofoils and end walls
independently of each other. In some papers, annulus contouring
was assessed positively, whereas others claimed it to be disadvan-
tageous. An explanation for the contradictory opinions is that in
some investigations initially a front loaded aerofoil was trans-
formed by end wall contouring to an aft loaded aerofoil which
resulted in a subsequent positive rating. In others the rating was
negative as an aft loaded aerofoil was found to be simply over-
loaded.

The appropriate methodological approach is an integrated de-
sign of both aerofoil and annulus shape. With the resulting en-
larged design space, however, the calculation effort increases con-
siderably for two reasons: first because of the higher-dimensional
search regions and, secondly, because the quasi-three-dimensional
methods can no longer be used. Instead, time-consuming three-
dimensional methods are required. This new task with search op-
erations in a high-dimensional design space is not particularly
suitable for engineer-in-the-loop type approaches. Numerical op-
timization is therefore needed, which has already found wide-
spread application in aerodynamic design. This paper presents the
systematic mastering of the complexity of a fully three-
dimensional parameterization by computational means, which is
the result of a five-year project.

Three-Dimensional Design Space. The three-dimensional
design space for the flow channel of a blade row of a turboma-
chine is on principle established by the parameterized wetted sur-
face. It comprises both the blade surface and the surface of the
annulus.

The blade surface can be described by two-dimensional aerofoil
shapes, parameterizable by various methods, in combination with
a radial stacking function for these two-dimensional sections.Fig.
1 shows the parameterization of an aerofoil section split up by
four spline functions.

Figure 2 gives an overview of the most important three-
dimensional blade shaping possibilities. Various combinations of
these stacking laws are common practice.

Figure 3 summarizes the possibilities of flow channel design. It
distinguishes between axisymmetric and nonaxisymmetric annu-
lus profiling. Nonaxisymmetric end-wall contouring within the
row offers the freedom—as the sketch shows—to choose noncon-
tinuous circumferential functions, whereas platform contouring
just in front of the row has to satisfy certain continuity conditions.

Scope. The scope of the project described in this paper covers
the computational generation of innovative shapes. This concept
bases on in the first impressive steps in the optimization of tech-
nical systems. In the late 1960s, some innovative fluid mechanical
devices, like a nozzle for two-phase flow, have been designed by
means of optimization algorithms,@1#. The designs obtained were
genuinely new and absolutely unexpected from the human design-
er’s point of view. Decisive for the results was the combination of
an explorative search based on the principles of biological evolu-
tion and the use of experiments with adaptive walls within the
optimization loop. An even more elegant approach would be to
choose a flow configuration, which inherently fulfils a minimisa-
tion functional as the ice formation method does,@2#.

The authors of this paper followed a similar approach: First
they wanted to create new advantageous blade row geometries~in
this case algorithmically! and secondly, analyze and understand
the innovative configuration. In the absence of obviously experi-
mentally modifiable aerofoil and end-wall contours, the flow had
to be simulated. This required an additional validation step for the
simulation process. Another particular difficulty was that, due to

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003. Manuscript received by the IGTI December 2002; final revision March
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limited computing resources only NLP~nonlinear programming!
was employed, instead of explorative search strategies like GA
~genetic algorithm!, ES ~evolutionary strategy!, or SA ~simulated
annealing!.

End-Wall Profiling. One of the first proposals to reduce sec-
ondary flow losses by using non-axisymmetric end walls is pre-
sented in@3#. The basic idea is to reduce the pressure gradient

between suction and pressure sides at the wall by compensating
the convex curvature of the blade’s suction side by a concave
curvature on the wall~Fig. 4!.

Since then a couple of papers dealing with nonaxisymmetric
end walls has been published, with the topics ranging from HP
NGV via LP cascade and rig investigations,@4–7#. The latter
claims stage efficiency improvements by at least 0.5%. The basic
idea of Bischoff, i.e., to influence the transverse pressure gradient
by shaping the end-wall curvature, was taken up successfully by
@8#.

Optimization Process
The backbone of the optimization process is an unconditionally

stable evaluation chain~Fig. 5!. The most important elements are
described below.

The complete optimization system was built up with tools and
processes appropriate for three-dimensional engine component
design.

Search Algorithm. The numerical optimization algorithm is a
single element in the process chain. A well-established gradient
method, i.e., the SQP-method DONLP2 in ANSI-C implementa-
tion has been used,@9#. The gradient computations are performed
in parallel on different processors.

Flow Solver and Meshing. The simulation code used is the
extensively validated RANS 3D compressible transitional Navier-
Stokes solver TRACE-S, which is the result of a joint develop-
ment of the Institute of Propulsion Technology of the DLR Co-
logne and MTU Aero Engines in Munich. It should suffice to
describe the features of TRACE-S in short, since more detailed
descriptions of its performance are available for example by@10#.
TRACE-S is a block-structured, finite volume code with implicit

Fig. 1 Parameterization of aerofoil section

Fig. 2 Some principal radial stacking procedures

Fig. 3 Basic flow channel design options

Fig. 4 Curvature design by Bischoff †3‡
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time integration in combination with a Roe-upwind scheme. The
code is vectorized and able to use shared as well as distributed
memory parallelization.

From the available turbulence models thek-« model was se-
lected for optimization and the Wilcoxk-v two-equation model in
low-Reynolds version with compressibility extension for fine
mesh recalculations. The equations are time-discretized by 232
block-implicit time stepping. The transition model employed is
based on the modified correlations of Abu-Ghannam and Shaw
@11#. For information about the implementation see@12#.

The computational mesh consists of two blocks. The vane un-
der investigation is discretised with one O-type grid around the
aerofoil and an H-type grid for covering the major part of the
channel. To resolve the boundary layer the dimensionless wall
distancey1 on the aerofoil of 1, was selected.

Geometry Generator. The geometry consists of three parts:
the blade generator, the axial platform, and the circumferential
platform contouring parts, existing as different modules for the
time being.

The blade geometry is defined on two-dimensional blade sec-
tions along streamlines. On the individual streamlines each blade
section consists of a base frame of a quasi-blade chord with a
length and a stagger angle and two short segments at the ends.
Symmetrical circuit sections are placed over both ends. The angle
of the short segments corresponds to the angle of the leading edge
and the trailing edge, respectively. The segment lengths corre-
spond to the leading edge and trailing edge thicknesses. Between
the compound points 1 and 2, a spline describes the suction-side
shape~Fig. 1!. Between the compound points 3 and 4, a spline
specifies the pressure-side shape. At each compound point the
slope, the curvature and the aspect ratio parameters of slope and
curvature can be influenced. The symmetrical slopes of the curves
at points 2/3 and 1/4 represent the wedge angles at the leading and
trailing edge, respectively. Thus a targeted possibility to influence
the shape of the pressure and suction-side geometry is available to
the user. All influencing parameters are nondimensionalized val-
ues, which give the designer a feeling of proportions irrespective
of the actual size of the blade.

The parameters controlling the shape of an aerofoil section like
in Fig. 1 are radially linked by an additional radial parameteriza-
tion to ensure a radially smooth three-dimensional blade~Fig. 6!.
In this case the decision was made in favor of fifth-order poly-
noms~six variables!. The polynoms for the blade section param-
eters were modified by the value and the slope at hub, tip, and a
selectable point in between. The three-dimensional blade shape is
controlled by these geometry variables.

The axial end-wall profiling is shown inFig. 7. On the basis of
the quasi-three-dimensional annulus contour the shape and curva-
ture of the end wall can be controlled locally as can be seen from

the upper curves inFig. 7, which consist of two spline segments
each. The arrows again symbolize the stretching factors for sur-
face control. A change of the axial end wall contour leads also
to a change of the blade shape, due to the blade definition on
streamlines.

Circumferential end wall contouring is achieved by multiplica-
tively composing two univariate functions to obtain a bivariate
contour modulationDr (w,z), which is dependent on the circum-
ferential and axial coordinate within the row,@13,14#. A shape
function f S , which is prescribed between suction and pressure
sides, controls the curvature in circumferential direction, whereas
a so-called decay functionf D prescribed on both suction and pres-
sure sides on hub and/or casing leads to a modulationDr equal to
zero at the inlet and outlet of the row~Fig. 8!. This approach has
the advantage that it limits the additional design variables to a few
essential ones.Dr (w,z) is transformed from a rectangular compu-
tational domainDr (y,x)5 f S(y)"f D(x). Figure 9 gives an ex-
ample of this composition in the computational domain where the
decay function itself is composed of two functional parts.

Postprocessing and Target Function.The target function is
composed of a weighted addition of various absolute post-
processor results, where the integral flux averaged loss, calculated
by the flow solver, accounted for the major part. The difference

Fig. 5 Optimization process

Fig. 6 Radial parameterization of two-dimensional aerofoil
sections

Fig. 7 Axisymmetric end-wall profiling
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between calculated outflow angle distribution and secondary flow
free S2 outflow angle distribution is useful for estimation of the
secondary flows. The maximum derivation and the integrated area
between the two curves to cover oscillations as well as the sec-
ondary kinetic energy~SKE! are considered to a small extent. To
maintain the same blade loading during the optimization cycle
boundary conditions are defined. The most important is compli-
ance with the integral flux averaged outflow angle in circumfer-
ential direction. With a S1 postprocessor evaluation criteria for the
blade pressure distributions on the streamlines are calculated.
Their application is useful as wide open boundary conditions to
restrict the search area inside the area of validity of the employed
numerical models, for example. The analysis of these values on all
streamlines soon result in numerous aerodynamic boundary con-
ditions. Thus, the optimization of the new technology is not ad-
versely affected.

Optimization Test Case
The numerical optimization system for engine component im-

provements could best demonstrate its performance by an experi-
mental validation allowing precise and highly significant measure-
ments. Therefore a large-scale linear cascade for a high-speed
wind tunnel has been chosen as test case. It is noted that the
design coordinate system and the experimental one differ, since
the experimental results are given in Cartesian coordinates. For
comparisons both systems are brought into accordance. Using a
cascade as test case has some further implications. There was no
need to include structural constraints offering the chance to gen-

erate a pure aerodynamic optimum. Subsequently the geometrical
changes could be big, which was desirable from a testing perspec-
tive, since this truly challenged the design system. Though the
results would not be directly transferable to a multistage compo-
nent it was expected to computationally generate new ideas for
secondary flow reduction.

The aft loaded aerofoil~T106! derived from a low-pressure
turbine has been selected since it is considered as a good reference
and starting point and moreover allows comparison with the ear-
lier work of @15#. Exhaustive investigations on the base line cas-
cade are reported in@16#.

Figure 10 shows the original prismatic aerofoil. In order to
obtain a realistic acceleration ratio both end walls, in contrast to
the original design, are divergent by an angle ofl515 deg. See
Fig. 11 for the installation in the large-scale cascade High-Speed
Cascade Wind Tunnel of the Universita¨t der Bundeswehr
München.

Numerical Optimization
The flow solver TRACE-S accepts only boundary conditions in

cylinder co-ordinates. For this reason, the midspan of the wind
tunnel cascade was modeled quasi linear on a radius of 10 meters.
The symmetry of the cascade permitted the performance of nu-
merical calculations for half-span only. The flow channel was dis-
cretized by an OH-topology calculating mesh with 160,000 nodes
~half-span!. The integral flow evaluation was performed numeri-
cally ~last grid plane! and experimental atx/ l ax51.5. To provide a
basis for the optimization the cascade had been parameterized by
pre-processors. To achieve an axial contouring of the casing wall
between blade, inlet plane and outlet plane, the radius and the

Fig. 8 End-wall profiling between suction and pressure sides

Fig. 9 End-wall contour modulation in a rectangular domain

Fig. 10 Reference Cascade T106
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slope of the interference point of the parameterization were en-
abled. With an S2 calculation 21 streamlines were defined through
the blade passage. The streamlines were concentrated towards the
casing sidewall. The blade shape is defined on these streamlines
with the outlined parameterization above.

The blade sections were stacked over the trailing edge. In order
to modify the blade shape at the leading edge, the parameter
wedge angle, the leading edge angle, and the thickness were en-
abled. The parameters enabled for the trailing edge were wedge
angle and trailing edge angle. The spline on the suction side was
controlled by the aspect ratios and the curvature of the slope at
point 1 and 2. The pressure side was controlled only by the aspect
ratio of the slope at point 3. The stagger angle was enabled to
control the flow angles in circumferential direction at the outlet
plane. All these variables of one blade section normally generate
six variables via the radial parametrization for a full blade. Here,
only the values at midspan, at the tip and the slope at tip were
essential as independent variables, because of the symmetrical
wind tunnel application. A possible modification of the radial
shape of the stacking curve in circumferential or axial direction
was not enabled to allow the design effects to be examined with-
out lean or bow. Additionally, at the tip wall, one bump was pa-
rameterized for nonaxisymmetric platform contouring.

As variables of the bump the start and end positions on the
suction and pressure side were enabled. Also, the flatness at the
middle interface points and the amplitudes of the interface points
in radial direction on the suction and the pressure side were re-
leased. The shape function was fixed as a half cosine. In total, 43
geometry variables were enabled at reasonable intervals between
fixed upper and lower limits. These variables constitute the
degree-of-freedom of the optimization task.

About 70 boundary conditions for the optimization were de-
fined in total. The flow solver calculations during the main func-
tion calls were parallelized on two processors, all other calcula-
tions ran as single processor jobs. The optimization of this cascade
comprised 82 main function steps, including the starting point.
Overall 542 target function evaluations were executed withk-«
turbulence model and transition criteria on the suction side.

Results

Loss-Minimized Flow Channel. The automatically gener-
ated, optimized geometry T106opt is shown inFig. 12 and Fig.
13. This geometry was calculated with a fine mesh~875 k grid
nodes! for half-span, before the cascade was manufactured. All
numerical results shown in the following are the outcome of this
calculation. The shape is strongly three-dimensional to counteract
the three-dimensional flow effects. As the focus was on an integral
improvement, the geometry does not show the stacking of optimal
two-dimensional blade sections, but an ideal three-dimensional
solution. Near the end wall the suction side is bulged outwards.
The suction side is longer than the pressure side, due to the non-
axisymmetrical end-wall contouring. This must be considered
when looking at the profile pressure distributions. The integral
flux averaged outflow angle in circumferential direction remained
within the limited interval. The mass flow is almost identical to
the mass flow of the original starting cascade geometry.

Comparison With the Measurements. For the experimental
analysis the optimized blade was instrumented on four sections.
The position and the shape of the sections can be seen inFig. 14.
Together with the end wall instrumentation, 137 static pressure
tappings were incorporated. In the wind tunnel, static pressure

Fig. 11 Cascade T106 in HGK wind tunnel

Fig. 12 Loss minimized flow channel „Airfoil: T106Dopt …

Fig. 13 Aerofoil T106Dopt
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measurements using these pressure tappings were performed. The
outflow of the cascade was measured by a five-hole probe.

In Fig. 15 shows the numerical~lines! and the experimental
~symbols! cp-distributions of the four sections, where the midspan
shows increased loading. The transverse pressure gradient at the
end wall~section 4! is markedly reduced. The same applies to the
secondary. Despite the somewhat exceptional static pressure dis-
tributions, the agreement between numerical and experimental re-
sults is rather good.

The radial distribution of the outflow angle in circumferential
direction is shown inFig. 16. The achieved improvement is re-
flected by the fact, that overturning could be almost eliminated.
The interval between over and underturning is clearly smaller. The
peaks have moved towards the end wall. In the radial loss distri-
bution this behavior is reproduced. The starting geometry shows a
distribution of a highly loaded turbine cascade. This is amplified
by the divergent end walls.

The optimized cascade~Fig. 17! exhibits a shifting of the loss
region towards the end wall and a lower loss peak. The decrease
in secondary flows leads to a homogenized outflow~see also
@13#!.

The comparison of experimental and numerical results for the
outflow atx/ l ax51.5 is shown inFig. 18. The position of the loss
centres and even their values are well represented by the calcula-

tion. The integral losses in total pressure of the optimized geom-
etry were reduced by 22% relative to the starting cascade. The
secondary kinetic energy SKE was reduced by 60%.

In Fig. 19shows the oil-paint pictures of the suction side of one
blade~front, rear! and the end wall at the design point. Examina-
tion of the end wall picture must consider the non-axisymmetric
end wall contouring which is hardly visible. Due to the longer
suction side, the end wall area near the suction side shows a
strong depression.

In the end-wall picture, a half-circle shaped flow separation far
upstream of the leading edge is visible. This separation develops
due to the strong divergence of the end wall, which is similar to an
overcritical diffusor. Another reason is the potential effect of the
blade leading edge active upstream. The separated material flows
in a wide arc on both leading edge sides into the end-wall depres-

Fig. 14 Instrumentation planes, pressure taps

Fig. 15 Comparison of profile pressure distributions
numerical Õexperimental in four measurement planes

Fig. 16 Radial distribution of the outflow angle in circumfer-
ential direction „106D: initial; 106Dopt: optimized …

Fig. 17 Radial loss distribution „106D: initial; 106Dopt:
optimized …
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sion at the ridge of the section thickness. In the separated flow
~shear layer! no rotation is observable. Behind the separation a
new small boundary layer is built up. This boundary layer creates
a small horseshoe vortex at the leading edge. The suction side leg
runs directly into the corner profile end wall. More downstream
the boundary layer fluid, normally creating the channel vortex, is
transported to the end-wall depression as well. On the suction side
of the blade at midsection a wide zone of two-dimensional flow is
visible. Despite the high loading, in accordance with the pressure
distribution, no separation occurs. Near the end wall a separation
is apparent at a short distance behind the point of maximum sec-
tion thickness. This separation moves downstream towards mid-
blade. Outside the two-dimensional midsection flow sector the
separation is washed backward. The separation bubble obviously
is filled with the low-energetic boundary layer material coming
out of the end-wall depression. Thereby, the boundary layer ma-
terial is re-energized. It feeds the main flow almost without build-
ing up dissipating vorticity. The remaining fluid out of the end-
wall depression is accelerated in downstream direction. It leads to
a roll up and a late generation of a small channel vortex.

A comparable computation at a lower Reynolds number of
200,000 still shows an improvement of the losses. In experimental
tests even at a Reynolds number of 80,000, no laminar separation
at midspan could be observed. Other numerical optimizations us-
ing the original cascade but different target functions all show the
tendency towards a bulged suction side near the end wall. The
application of the nonaxisymmetric end wall contouring always
resulted in a suction side longer than the pressure side. The trans-
port mechanisms of the secondary flows could obviously be elimi-
nated effectively that way. For each individual blade shape a par-
ticular position of the bump was found. Thus, the position of the
bump varied within a wide range. The best target function was
found with a longer suction side while the pressure side remained
roughly the same shape. The nonaxisymmetric end-wall contour-
ing widens the blade passage narrowed by the suction side.

Fig. 18 Comparison of experimental and numerical distribution of total pressure loss at x Õ l axÄ1.5

Fig. 19 Flow visualization
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Conclusions
Two objectives were pursued under this project. The first was to

generate an innovative turbine cascade design with the help of
numerical optimization and the second to verify the results experi-
mentally. Both targets have been achieved. The optimized blade
channel design turned out to be genuinely novel in the sense that
aerodynamicists in a limited number of manual design loops nei-
ther would have achieved such loss reduction, nor would they
have tried to use such extreme geometrical means. It has to be
pointed out that, due to time restrictions, no explorative optimiza-
tion strategies like evolutionary strategies, genetic algorithms, or
simulated annealing could be used. These strategies will be in-
cluded in further investigations. The optimization result has been
achieved using merely the SQP method, which is known for high
local search performance, only.

A major risk in optimisations using simulation codes is that
interesting results may be produced, which would, however, not
withstand thorough physical analysis. Such results would turn out
to be artefacts resulting from the combination of sophisticated
mathematical search algorithms and false or incomplete physical
modelling in the simulation code. Therefore, it is of utmost im-
portance that the optimization results be carefully verified, espe-
cially if they are beyond the traditional design space. This task has
been also accomplished. For both the pressure distribution and the
secondary loss development the experiment fully confirms the
simulation of the geometry proposed by the optimizer.
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Nomenclature

Cp,x 5 @px2p2#/@pt12p2#
h 5 blade height~m!
l 5 chord length~m!
g 5 slope

Ma 5 Mach number
p 5 pressure~hPa!
q 5 dynamic pressure~hPa!

Re 5 Reynolds number
r 5 radius~m!
t 5 pitch ~m!

Tu 5 turbulence intensity
u 5 coord. in circumferential direction~wind tunnel! ~m!
x 5 blade surface position~design system! axial coord.

~wind tunnel! ~m!
z 5 axial coordinate~design system! radial coordinate

~wind tunnel! ~m!
b 5 flow angle in circumferential direction~deg!

bs 5 stagger angle~deg!
w 5 circumferential coordinate~deg!

Abbreviations

HGK 5 high-speed cascade wind tunnel
LE 5 leading edge
PS 5 pressure side

RANS 5 Reynolds-averaged Navier-Stokes
SQP 5 sequential quadratic programming

SS 5 suction side
TE 5 trailing edge

Subscripts

1 5 cascade inlet plane
2 5 cascade exit plane

2th 5 downstream conditions for isentropic flow
ax 5 axial
m 5 mass averaged
t 5 total
x 5 local
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The Unsteady Development of a
Turbulent Wake Through a
Downstream Low-Pressure
Turbine Blade Passage
This paper presents two-dimensional LDA measurements of the convection of a wake
through a low-pressure turbine cascade. Previous studies have shown the wake convec-
tion to be kinematic, but have not provided details of the turbulent field. The spatial
resolution of these measurements has facilitated the calculation of the production of
turbulent kinetic energy, and this has revealed a mechanism for turbulence production as
the wake convects through the blade row. The measured ensemble-averaged velocity field
confirmed the previously reported kinematics of wake convection while the measurements
of the turbulence quantities showed the wake fluid to be characterized by elevated levels
of turbulent kinetic energy (TKE) and to have an anisotropic structure. Based on the
measured mean and turbulence quantities, the production of turbulent kinetic energy was
calculated. This highlighted a TKE production mechanism that resulted in increased
levels of turbulence over the rear suction surface where boundary-layer transition occurs.
The turbulence production mechanism within the blade row was also observed to produce
more anisotropic turbulence. Production occurs when the principal stresses within the
wake are aligned with the mean strains. This coincides with the maximum distortion of the
wake within the blade passage and provides a mechanism for the production of turbulence
outside of the boundary layer.@DOI: 10.1115/1.1811094#

Introduction

The unsteady flow field in low-pressure~LP! turbines is gov-
erned by a combination of potential and convective interactions
@1#. Of these, the convected wakes from upstream blade rows play
the most significant role due to their effect on the blade-surface
boundary layers. Indeed, unsteady wake-induced transition phe-
nomena have been exploited in the design of high-lift LP turbines,
which have up to 30% fewer blades than traditional LP turbines
@2,3#.

A number of researchers have described the kinematics govern-
ing the convection of a wake through a cascade. Early work by
Meyer@4# used potential flow solutions to model wake convection
as the convection of a perturbation jet through the blade row.
Numerous numerical studies have further shown that the wake
convection is primarily a kinematic phenomenon~e.g.,@5,6#!.

However, the kinematics of the wake convection is only partly
responsible for the effects of the wake on the blade-surface
boundary layer. The primary effect of the wake convection is to
dictate boundary-layer transition, and, therefore, the turbulence of
the wake and the convection of turbulence quantities through the
blade row are also of importance. Indeed, the transition models of
Addison and Hodson@7#, Doorly and Oldfield@8#, and La Graff
et al. @9# all neglect the negative jet effect and use the wake con-
vection simply to transport wake turbulence, which acts to initiate
transition. However, the work of Stieger and Hodson@10# and
Stieger et al.@11# has shown that transition phenomena on LP
turbine blades with high levels of diffusion may be initiated by

instability mechanisms and are thus dependant on the kinematics
of the wake convection as well as the wake turbulence.

To date, few measurements exist of the unsteady wake convec-
tion through a turbine blade row. The measurements of Schulte
@12# provide a guide to the mean flow through a LP turbine pas-
sage, however, these measurements lack resolution and details of
the turbulence quantities. Halstead@13# reports data from the inlet
and exit of individual blade rows in a two-stage machine.

This paper presents two-dimensional~2D! LDA measurements
of the wake convection through the T106 LP turbine cascade.
These measurements are of high spatial resolution and provide
information of the mean flow and full 2D turbulence quantities
through the direct measurements of Reynolds stresses. As
such, the data provides a database for validation of numerical
predictions.

Experimental Details
The measurements reported in this paper were performed on a

bar-passing cascade facility at the Whittle Laboratory of Cam-
bridge University. The bar-passing cascade, shown in Fig. 1,
simulates the unsteady wake-passing environment of a turboma-
chine by traversing bars across the inlet flow. No attempt is made
to simulate the unsteady potential field of adjacent blade rows.

The unsteady wake-passing flow conditions were chosen to
match those of a repeating stage of the T106 profile. The Rey-
nolds number based on chord and time mean isentropic exit ve-
locity of 12.6 m/s was Re51.63105. The flow coefficient was
f50.83. The bar pitch matched the cascade pitch so thatsb /sc
51 ( f r50.68). The bar diameter of 2.05 mm was chosen to
match the loss of a representative turbine blade, and the axial gap
is representative of that found in LP turbines. The inlet flow angle
was set to the design value of 37.7 deg. Flow turning due to the
moving bars was not taken into consideration.

The unsteady flow field was measured using a commercial 2D
LDA system. Light was supplied by a 5 W Argon-Ion laser. A 2D
probe was used with a 1.95 beam expander and a lens of 500 mm
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focal length. The optical configuration resulted in a measuring
volume of 0.07730.07631.0116 mm for the 514.5 nm beam and
0.07330.07230.963 mm for the 488 nm beam. A backward scat-
ter configuration was used, and the receiving optics included a
Dantec 55X35 color separator and two Dantec 9057X0081 photo-
multiplier tubes. Dantec BSA signal processors were used to pro-
cess the photomultiplier outputs.

Seeding of the flow was by means of smoke generated by a
Dantec SPT smoke generator using Shell Ondina oil. The smoke
was injected into the constant area section of the wind tunnel
through the trailing edge of a streamlined injector tube. The point
of injection was approximately 3 m upstream of the test section
and upstream of the honeycomb, contraction, and final screens of
the wind tunnel. The effect of the injector on the flow was thus
immaterial. Phase Doppler anemometry measurements showed
the characteristic size of the smoke particles used to be 1.5mm. At
each traverse point a maximum of 13105 samples were collected
in up to 60 s. This corresponded to a maximum of approximately
2500 wake-passing cycles. Validated data rates typically varied
from 1.5 to 5 kHz. The coincidence filtering was performed by
software to reject any samples not detected by both photomulti-
pliers within a 5ms window corresponding to twice the sample
record length.

Ensemble averaging of the LDA data was performed relative to
a once per bar trigger. The wake-passing period was divided into
128 time bins. Each coincident measurement was then assigned to
a time bin according to its time relative to the trigger signal. The
statistics of each time bin were then calculated with a residence
time weighting to remove velocity bias, as suggested by George
@14#.

All data presented in this paper are nondimensional. All veloci-
ties are nondimensionalised by the measured isentropic exit veloc-
ity (V2is), and all spatial coordinates are nondimensionalized by
blade chordC.

The measurement grid consisted of 35 tangential traverses
evenly spaced in the axial direction within the blade row. A further
four traverses were performed upstream of the leading edge of the
cascade. Each tangential traverse consisted of 48 points. The beam
pairs of the LDA intersect at a half angle of 4.3 deg, therefore, in
order to make measurements close to the blade surfaces, it was
necessary to incline the probe so that neither of the beams was
obstructed by the blade. The traverses in the blade-to-blade plane
were thus performed in two stages, with 24 points equally spaced
from the suction surface and then, after altering the probe inclina-
tion, 24 equally spaced from the pressure surface. The suction-

side traverses were performed at a marginally smaller spacing
than those from the pressure side. The velocity measured with the
inclined LDA probe is insignificantly different from that measured
with a normal probe~less than 0.5%!, and for this reason,
it was considered unnecessary to apply a correction to the
measurements.

The blade surface was painted matt black to minimize flare
from the intersecting beams. However, a narrow strip at midspan
was left unpainted to avoid contaminating the midspan static-
pressure tappings. Therefore, all measurements were performed at
45% span. The measurement grid with the blades and bars super-
imposed together with the definitions of the coordinate directions
and velocity components are shown in Fig. 2.

Kinematics of Wake Convection Through a Turbine
Cascade

The unsteady flow can most easily be visualized by the pertur-
bation velocity, which is defined as the difference between the
ensemble average and the time-averaged velocities according to

^Up* &5^U* &2U*

^Vp* &5^V* &2V*

The perturbation velocity vectors are shown at six equally
spaced time instants through the wake-passing cycle in Fig. 3. The
location and shape of the wake is easily identified.

The velocity perturbation vectors of Fig. 3 provide a clear pic-
ture of the negative jet effect described by Meyer@4#. The wake
segment within the blade row is clearly identified as a perturbation
jet pointing toward the source of the wake. It should be noted that
Meyer considered the negative jet to be a perturbation to the
freestream, whereas the negative jet presented here is the pertur-
bation to the time mean flow. This negative jet has a component of
velocity across the blade passage that causes the wake fluid to
convect toward, and impinge upon, the suction surface. This is
apparent in Figs. 3~d!–3~f ! where the wake fluid impinging on the
surface splits into two perturbation streams, one pointed down-

Fig. 1 Bar passing cascade with T106 profile.

Fig. 2 Grid for 2D LDA measurements of the convection of a
bar wake through the T106 LP turbine cascade
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stream along the blade and the other upstream along the blade.
Thus, downstream of the wake center the perturbation from the
negative jet accelerates the flow, while upstream of the wake cen-
ter the perturbation decelerates the flow and enhances any adverse
pressure gradients, while making boundary layer profiles more
inflectional.

The convection of the wake segment within the blade row is
characterized by bowing, reorientation, elongation, and stretching
~see@1#!. All these processes are visible in Fig. 3. Bowing of the
wake fluid is most evident in Figs. 3~a! and 3~b! and originates
near the leading-edge plane where the midpassage velocities are
higher than the velocities near the blade surfaces. The wake fluid
convects with the local velocity and distorts into the bowed shape.
The reorientation of the wake segment occurs due to the circula-
tion of the blade. The velocities near the suction surface are higher
than near the pressure surface, and therefore, fluid near the suction
surface convects through the passage more rapidly, resulting in a
reorientation of the wake segment. This is most clearly seen by
comparing the angles of the two wake segments toward the pres-
sure side of the passage in Fig. 3~e!. The difference in convection
velocities also causes the wake segment to elongate, and this, in
turn, decreases the wake width to conserve the vorticity of the
wake fluid. Comparing the wake width in Figs. 3~a! and 3~e!, the
decrease in wake width is only apparent on the pressure side of
the passage. Near the suction side of the passage, the width of the
wake increases. As the first part of the wake reaches the leading

edge, it is accelerated over the suction surface of the blade and
moves away from the upstream edge of the wake thus increasing
the wake width on the suction side of the passage. This stretching
process is visible along the suction surface in Figs. 3~c! and 3~d!.

The velocity gradients along the leading half of the pressure
surface are not as strong as on the suction surface; therefore, this
stretching effect is less pronounced on the pressure surface. The
combined effect of all the above results in the wake fluid building
up on the suction surface with a tail pointing upstream and toward
the pressure side, as seen most clearly in Fig. 3~e!.

The wake fluid entering the blade row consists of two concen-
trated strips of vorticity of equal magnitude and opposite sign.
These strips of vorticity are distorted during the convection of the
wake through the blade row and create two swirling flows at la-
belsD andE in Fig. 3. Although these structures appear to be a
pair of counterrotating vortices, it should be noted that the vortic-
ity is confined to the wake fluid and the vortical structures appar-
ent in the perturbation velocity vectors result from the definition
of the perturbation velocity vectors relative to the time-averaged
flow.

Convection of Wake Turbulence Through a Turbine
Cascade

The use of 2D LDA allows the simultaneous measurement of
both components of the velocity vector in the measurement plane.

Fig. 3 Perturbation velocity vectors from 2D LDA measurements at six equispaced time instants through the wake-passing
cycle. T106, Re Ä1.6Ã105, s b Õs cÄ1, fÄ0.83, f rÄ0.68
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From these measurements it is possible to calculate the ensemble-
averaged flow velocity and the 2D Reynolds stresses.

Turbulent Kinetic Energy. The ensemble-average nondi-
mensional turbulent kinetic energy~TKE! for the 2D flow was
calculated from the 2D LDA measurements according to

^TKE* &5
1
2^^u82* &1^v82&* &

and is presented in Fig. 4 at a series of six equally spaced time
instants through the wake-passing cycle. The kinematic wake con-
vection described above is apparent from the elevated regions of
TKE.

Along the pressure side of the channel, the TKE of the wake
fluid is observed to drop as it convects through the blade row. A
combination of elongation of the wake center line and the convec-
tive transport away from the pressure surface is responsible for
this reduction in TKE. Similarly, the stretching that results as the
blade chops the wake causes the TKE to reduce over the forward
part of the suction surface. This is evident in Figs. 4~c! and 4~d!.

The highest levels of TKE outside of the boundary layer occur
in Figs. 4~d! and 4~e!. These high regions of TKE, labeledG and
H, occur where the wake fluid accumulates near the suction sur-
face. The perturbation velocity vectors, a few of which are super-
imposed in Figs. 4~c! and 4~d!, indicate that the peak TKE occurs
slightly below the centers of the counter rotating ‘‘vortex’’ pair.
The elevated TKE does not penetrate to the boundary layer. In this
region the turbulence intensity based on isentropic exit velocity is
Tu57% whereas the wake centerline turbulence intensity at the

leading edge plane isTu55%. The increase in the level of TKE
is seen to begin in Fig. 4~c! at label F and continue through Figs.
4~d!–4~f !, although it is the extent and not the level that increases
between G and H.

The response of the boundary layer to the wake passing can be
seen in Fig. 4~f !, where very high levels of turbulent kinetic en-
ergy are observed near the rear of the suction surface. The
boundary-layer response to wake passing is described in Stieger
and Hodson@10# and Stieger et al.@11#.

The measured ensemble averaged Reynolds stresses were used
together with the ensemble average velocity derivatives calculated
from Green’s theorem to evaluate the ensemble averaged nondi-
mensional production of TKE in the blade-to-blade plane accord-
ing to

^PTKE* &52^u82* &
]^U* &
]x*

2^v82* &
]^V* &
]y*

2^u8v8* &S ]^U* &
]y*

1
]^V* &
]x* D

The results are presented in Fig. 5 with the labels copied from
Fig. 4. It is apparent that the increased levels of TKE are a direct
result of TKE production. The highest production levels occur at
labels F and G in Figs. 5~c,d! and it is these regions of high
production that subsequently lead to regions of high TKE atG
andH in Fig. 4.

Fig. 4 Nondimensional turbulent kinetic energy „TKE… from 2D LDA measurements at six equispaced time instants through
the wake-passing cycle. Perturbation velocity vector superimposed „c… and „d…. T106, ReÄ1.6Ã105, s b Õs cÄ1, fÄ0.83, f r
Ä0.68
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The production of TKE occurs when the turbulence extracts
work from the mean flow. This occurs in regions having high
turbulent stresses and high spatial velocity gradients. The turbu-
lent stresses are confined to the wake fluid and so production
occurs when the wake fluid enters regions of high spatial velocity
gradients. Indeed, Stieger and Hodson@10# measured very high
levels of TKE production in the boundary layer on the rear part of
the suction surface. The high levels of TKE production measured
in Fig. 4~a! are confined to the edge regions of the wake fluid
where the high levels of turbulent stresses in the wake fluid coin-
cide with the shear layers of the edge of the wake. However, it is
not only the magnitudes, but also the relative directions of the
turbulent stresses and the strain rate of the mean flow that are
important for the production of TKE. If the turbulent stresses and
velocity gradients are aligned, the turbulent production is en-
hanced. This is the case at label F in Fig. 4 where the peak levels
of TKE production are measured.

Anisotropy. An isotropic turbulent flow is one having the
same characteristics of turbulence in all directions. For any turbu-
lent flow, it is possible to define the principal stress directionc as
that orientation having zero shear stress according to

^c&5
1

2
tan21S 2^u8v8* &

^u82* &2^v82* & D

The principal normal stresses may then be found by a coordi-
nate transformation to align the measured turbulence quantities to
the calculated principal directions

^uc8
2* &5^u82* &cos2^c&1^v82* &sin2^c&

12^u8v8* &sin̂ c&coŝ c&

^vc8
2* &5^u82* &sin2^c&1^v82* &cos2^c&

22^u8v8* &sin̂ c&coŝ c&

A measure of the anisotropy may then be inferred by taking the
modulus of the ratio of these principal turbulent stresses. The
resulting parameter,

^a&5U ^uc8
2* &

^vc8
2* &

U ¯ if ^uc8
2* &.^vc8

2* &

^a&5U ^vc8
2* &

^uc8
2* &

U ¯ if ^vc8
2* &.^uc8

2* &

is chosen to be greater than unity with a value of unity indicat-
ing isotropy.

Figure 6 shows contours ofa, and it is apparent that the wake
fluid is anisotropic while the undisturbed fluid is essentially iso-
tropic. High levels of anisotropy in the wake fluid are seen to

Fig. 5 Nondimensional production of TKE „PTKE* … from 2D LDA measurements at six equispaced time instants through the
wake-passing cycle. Perturbation velocity vector superimposed „c… and „d…. T106, ReÄ1.6Ã105, s b Õs cÄ1, fÄ0.83, f rÄ0.68
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coincide with the regions of high TKE production. The very high
levels of anisotropy in Figs. 6~c!, 6~d! do not persist to the trailing
edge plane and are already reduced in Fig. 6~e!.

The wake fluid near the pressure surface can also be seen to
become isotropic as it convects through the bladerow. This is the
same region identified as having low TKE due to stretching of the
wake center line in Fig. 4.

The componentŝuc8
2& and^vc8

2& of the principal stress vectors
are plotted in Fig. 7. Figure 7~a! corresponds to the same time as
the plot of the production of TKE in Fig. 5~a!. At this time the
TKE production is limited to the edges of the wake where the
wake shear layer and turbulent stresses coexist. A comparison of
Figs. 7~a! and 7~c! shows that the orientation of the principal
stresses relative to the wake center line are essentially unchanged.
Thus, as the wake is reorientated by the kinematics of wake con-
vection, the orientation of the principal stresses changes relative to
the mean flow field. Indeed, the principal stress vectors of Fig.
7~c! are aligned with the principal strain rate vectors in the region
of peak TKE production. This is shown in the exploded box of
Fig. 7~c! where the principal stress-vector components and prin-
cipal strain-rate vectors are superimposed.

A comparison of the region of high TKE production, labeled F
in Fig. 5~c!, and the corresponding region in Fig. 7~a! shows that
the high TKE production results from the alignment of the prin-
cipal turbulent stress components and the spatial velocity gradi-
ents ~strain rate!. This alignment of turbulent stresses and mean

velocity strain is the mechanism whereby TKE is produced within
the blade passage. Note that the principal stress-component vec-
tors and principal strain-rate vectors point in opposite directions in
accordance with the equation for TKE production.

Conclusions
Measurements of the wake convected through a turbine blade

row were made using 2D LDA. The resolution of the measure-
ment grid and the availability of the Reynolds stress components
of the 2D flow provide a detailed description of the ensemble-
averaged mean and turbulent flow fields.

The measurements confirm that the wake convection may be
described by simple kinematics with the wake fluid being bowed,
reorientated, elongated, and stretched as it passes through the
blade passage.

Measurements of the convected wake turbulence showed in-
creased levels of TKE due to the production of TKE. The wake
fluid was shown to be anisotropic, and the turbulence production
within the blade row was observed to yield anisotropic turbulence.

The production of TKE outside of the boundary layers was
shown to be strongest in regions where the Reynolds stresses and
the strain rate field of the flow were aligned. This mechanism for
TKE production occurs outside of the boundary-layer flow and
provides a means by which the convection of a turbulent wake
through a blade row may increase the levels of turbulence.

Fig. 6 Anisotropy „a… from 2D LDA measurements at six equispaced time instants through the wake-passing cycle.
T106, ReÄ1.6Ã105, s b Õs cÄ1, fÄ0.83, f rÄ0.68.
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Nomenclature

C 5 chord
f r 5 reduced frequencyf r5 f C/Ubar

PTKE 5 production of TKE
Re 5 Reynolds number

sb /sc 5 ratio of bar pitch to cascade pitch
TKE 5 turbulent kinetic energy

Tu 5 turbulence intensity
U, V 5 velocity components

Up , Vp 5 perturbation velocity components
u82, v82, u8v8 5 turbulent stress components

uc8 , vc8 5 principle turbulent stresses
V2is 5 isentropic exit flow velocity
x, y 5 linear co-ordinates

a 5 anisotropy measure
f 5 flow coefficientf5Vaxial /Ubar
c 5 principal stress direction

^ & 5 ensemble average quantity
* 5 nondimensional quantity
x̄ 5 time average ofx

References
@1# Hodson, HP, 1998, ‘‘Bladerow Interactions In Low Pressure Turbines,’’Blade

Row Interference Effects Axial Turbomachinery Stages, Von Karman Institute,
Brussels, Belgium, in VKI Lecture Series No. 1998-02, Feb 9.

@2# Howell, R. J., Hodson, H. P., Schulte, V., Schiffer, H-P., Haselbach, F., and
Harvey, N. W., 2001, ‘‘Boundary Layer Development on the BR710 and
BR715 LP Turbines-The Implementation of High Lift and Ultra High Lift
Concepts,’’ ASME Paper No. 2001-GT-0441.

@3# Cobley, K., Coleman, N., Siden, G., and Arndt, N., 1997, ‘‘Design of New
Three Stage Low Pressure Turbine for BMW Rolls-Royce BR715 Engine,’’
ASME Paper No. 97-GT-419.

@4# Meyer, R. X., 1958, ‘‘The Effects of Wakes on the Transient Pressure and
Velocity Distributions in Turbomachines,’’ASME J. Basic Eng.,80, pp. 1544–
1552.

@5# Hodson, H. P., 1985, ‘‘A Blade-to-Blade Prediction of Wake-Generated Un-
steady Flow,’’ ASME J. Eng. Gas Turbines Power,107.

@6# Giles, M. B., 1987, ‘‘Calculation of Unsteady Wake/Rotor Interactions,’’AIAA
25th Aerospace Sciences Meeting, Reno, AIAA Paper 87-0006.

@7# Addison, J. S., and Hodson, H. P., 1992, ‘‘Modelling of Unsteady Transitional
Boundary Layers,’’ ASME J. Turbomach.,114~3!, pp. 580–589.

@8# Doorly, D. L., and Oldfield, 1985, ‘‘Simulation of the Effects of Shock Wave
Passing on a Turbine Rotor Blade,’’ ASME Paper No. 85-GT-112.

@9# La Graff, J. E., Ashworth, D. A., and Schultz, D. L., 1989, ‘‘Measurements and
Modelling of the Gas Turbine Blade Transition Process as Disturbed by
Wakes,’’ ASME J. Turbomach.,111, pp. 315–322.

@10# Stieger, R. D., and Hodson, H. P., 2003, ‘‘The Transition Mechanism of Highly
Loaded LP Turbine Blades,’’ ASME Paper No. GT2003-38304.

@11# Stieger, R. D., Hollis, D., and Hodson, H. P., 2003, ‘‘Unsteady Surface Pres-
sures Due to Wake Induced Transition in a Laminar Separation Bubble on a LP
Turbine Cascade,’’ ASME Paper No. GT2003-38303.

@12# Schulte, V., 1995, ‘‘Unsteady Separated Boundary Layers in Axial-flow Tur-
bomachinery,’’ Ph.D. dissertation, Cambridge Univ., Cambridge, England.

@13# Halstead, D. E., 1997, ‘‘Flowfield unsteadiness and turbulence in multistage
low pressure turbines,’’Conf. Boundary layer transition in turbomachines,
Syracuse Univ., Minnowbrook, Sep 7–10.

@14# George, W. K., 1975, ‘‘Limitations to Measuring Accuracy Inherent in the
Laser-Doppler Signal,’’Proc. LDA Symp., Copenhagen.

Fig. 7 Vectors of principal stress components Šu c8
2
‹ and Šv c8

2
‹ at „a… t Õt0Ä0.00 and „c… t Õt0Ä0.333. Contour of ŠPTKE* ‹Ä0.01 and

ŠTKE* ‹Ä0.001 „dotted line … highlight the position of the wake and TKE production. The exploded box shows principal stress
components and principal strain vectors in region of peak TKE production.
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An Implicit Fluctuation Splitting
Scheme for Turbomachinery
Flows
This paper describes an accurate, robust and efficient methodology for solving two-
dimensional steady transonic turbomachinery flows. The Euler fluxes are discretized in
space using a hybrid multidimensional upwind method, which, according to the local flow
conditions, uses the most suitable fluctuation splitting (FS) scheme at each cell of the
computational domain. The viscous terms are discretized using a standard Galerkin finite
element scheme. The eddy viscosity is evaluated by means of the Spalart-Allmaras turbu-
lence transport equation, which is discretized in space by means of a mixed FS-Galerkin
approach. The equations are discretized in time using an implicit Euler scheme, the
Jacobian being evaluated by two-point backward differences. The resulting large sparse
linear systems are solved sequentially using a preconditioned GMRES strategy. The pro-
posed methodology is employed to compute subsonic and transonic turbulent flows inside
a high-turning turbine-rotor cascade.@DOI: 10.1115/1.1777576#

1 Introduction
In the last decades, computer performance has improved dra-

matically with respect to both speed and memory size, such that
the relative cost of a given computation has been reduced by
approximately a factor of ten every ten years,@1#. At the same
time, the use of computational fluid dynamics~CFD! has experi-
enced an exponential growth, and this has greatly influenced the
design and development of modern airplanes, advanced turboma-
chinery, and internal combustion engines. In fact, it is now pos-
sible to compute very complex flows~flows about an entire air-
plane or inside one or more blade passages of a turbomachinery
rotor and/or stator!, with computational meshes using millions of
cells, within only order of hours computational~CPU! time.
Therefore, the still necessary, but often very costly, real world
experimental analyses are fortunately then limited to the final de-
sign choices, since preliminary designs can be analyzed by very
fast and inexpensive computer runs.

Nowadays, most CFD codes for turbomachinery applications
are often based on numerical methods originally developed for
external flow applications. These flow codes solve the steady-state
Reynolds-averaged compressible Navier-Stokes equations by
means of time-marching explicit or implicit schemes, and their
convergence rate is accelerated by various techniques such as lo-
cal time stepping, implicit residual smoothing~for the case of
explicit schemes!, multigrid, etc. As far as the spatial discretiza-
tion is concerned, conservative finite volume~or element! discreti-
zations are typically applied to the conservation-law form of the
governing equations, so as to correctly capture flow discontinui-
ties such as shocks and contact surfaces. The dissipation required
to avoid spurious oscillations is either added artificially to the
scheme, in case the advection terms in the equations are dis-
cretized using centered differences,@2#, or it is ‘‘naturally’’ con-
tained in the scheme itself, if an ‘‘upwind’’ discretization is used
for such terms,@3#. Finally, in order to solve flows of engineering
interest, the aforementioned methods employ turbulence models
of increasing complexity, namely, algebraic models, differential
models, and large eddy simulation techniques. To date, it is still
unfeasible for realistic problems to resolve all time and length
scales of the unsteady Navier-Stokes equations, namely, to per-

form a direct numerical simulation. Therefore, CFD is still far
from becoming the perfect design tool for both aerospace and
turbomachinery applications, mainly due to serious limitations in
the modeling of turbulence and laminar/turbulent flow transition,
but also because most numerical methods do not properly account
for the multidimensional nature of compressible flows.

This last difficulty has been recently alleviated by the last three
authors of this paper, who have developed and optimized a non-
linear hybrid fluctuation splitting~FS! scheme which, according to
the local flow conditions, uses the most suitable FS spacial dis-
cretization among the matrix LDA and PSI schemes,@4,5#, which
are optimal for subsonic and supersonic flow conditions respec-
tively, and the monotone matrixN scheme,@4,5#, which can cap-
ture shocks monotonically. A Runge-Kutta explicit integration
procedure with multigrid was used to time-march the solution to
its steady state. The hybrid scheme has proven extremely accurate
for both inviscid and viscous transonic flows, the first-order-
accurate monotoneN scheme being used only at shock cells,@6#.
On the other hand, for turbulent flow calculations, due to the very
high aspect-ratio of the near-wall computational cells, the explicit
integration procedure lacks both robustness and efficiency,@7#.
Therefore, the first author of this paper has concentrated his ef-
forts towards optimizing the efficiency of the solution procedure,
@8#. The resulting new method uses an implicit Euler time discreti-
zation which requires the evaluation of the Jacobian of the dis-
crete residual with respect to the dependent variable. This Jaco-
bian is evaluated using a first-order-accurate finite difference. The
resulting large sparse linear system is solved using a precondi-
tioned GMRES strategy.

It is now possible to provide an accurate, robust and efficient
numerical scheme, by combining the hybrid FS spacial discretiza-
tion presented in Ref.@6# with the implicit time integration pro-
cedure described in Ref.@8#. In this paper, such a scheme is pro-
vided and applied successfully to compute subsonic and transonic
flows through a high-turning turbine-rotor cascade.

2 Governing Equations and Numerical Method

2.1 Navier-Stokes Equations. The compressible Navier-
Stokes equations are written in vector form as

]U

]t
52“•~F i2F v!5Resi~U !1Resv~U !, (1)
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whereU is the vector of the conservative variables andF i and
F v are the inviscid and viscous flux tensors, respectively. The
fluid is assumed to be a perfect gas with constant specific heats,
and the laminar viscosity is modeled according to Sutherland’s
law. For turbulent flows of interest here, the eddy viscosity is
added to the laminar molecular viscosity and is computed accord-
ing to the Spalart-Allmaras@9# one-equation turbulence model:

]ñ

]t
52u•¹ñ1cb1S̃ñ1

1

s Re
@¹•~~n1 ñ !¹ñ !1cb2~¹ñ!2#

2
1

ReFcw1f w2
cb1

k2 f t2GF ñ

dG2

. (2)

In Eq. ~2!, ñ is proportional to the kinematic eddy viscosity, and
the right-hand side terms represent convection, production, diffu-
sion, and destruction of the turbulent viscosity, respectively. See
Ref. @9# for details. The transition triggering terms have been
omitted in Eq.~2!, since only fully turbulent flows are considered.
Finally, the turbulent Prandtl number is set equal to 0.9 to evaluate
the turbulent heat fluxes.

2.2 Numerical Method for Scalar Equation. In this sec-
tion, a multidimensional discretization method, which is second-
order accurate in space, is presented for the two-dimensional sca-
lar advection equation. Such a newtruly multidimensional
methodology allows for a more realistic model of compressible
flow propagation when compared to classical methods such as
flux difference or flux vector splitting, which are based on one-
dimensional flux splitting along directions aligned with the grid.

Consider the linear advection equation for the scalar variableu
with velocity l5ai1bj :

]u

]t
52S a

]u

]x
1b

]u

]yD . (3)

The computational domain is assumed to be discretized by trian-
gular elements. If the variableu is also assumed to vary linearly
over each triangle, the discrete fluctuation, namely the flux bal-
ance over the cell, can be evaluated exactly as

fT52(
j 51

3

kjuj , kj5
1

2
l"nj l j , (4)

nj being the inward unit normal to the edge opposing nodej , and
l j its length.

Fluctuation splitting schemes are obtained by two main steps:
~i! the fluctuation is distributed among the nodes of each triangle;
~ii ! the solution at each nodei of the computational domain is
obtained by summing up all nodal contributions~arising from the
set of trianglesD i sharing nodei ) as

ui
n115ui

n1
Dt

Si
(

TPøD i

fT,i . (5)

Several FS schemes have been proposed in the literature, the final
goal being a monotone and second-order-accurate scheme, an im-
possible task for any linear scheme,@10#. The majority of such
schemes are of the~multidimensional! upwind type: with refer-
ence toFig. 1, linearly interpolated values ofu at the inflow and
outflow points of the cell can be evaluated as

uin5

(
j 51

3

kj
2uj

(
j 51

3

kj
2

, uout5

(
j 51

3

kj
1uj

(
j 51

3

kj
1

, (6)

wherekj
15max(0,kj ), kj

25min(0,kj ). Then, the fluctuation,fT ,
can be written in compact form as@11#:

fT52(
j 51

3

kjuj52(
j 51

3

kj
1~uout2uin!. (7)

Equation~7! shows that the fluctuation is zero whenu takes the
same values at both the inflow and outflow points, namely, when
it is constant along streamlines. Upwind schemes are obtained by
assigning to each downstream nodej , kj>0, a fraction of the cell
fluctuation. For the trivial configuration shown inFig. 1~a!, the
entire fluctuation is assigned to the only downstream node, and
the resulting FS scheme is both positive and second-order accu-
rate. For the nontrivial configuration shown inFig. 1~b!, different
choices of the splitting criterion characterize the different schemes
such as theN, LDA, and PSI scheme,@10#, which are here briefly
recalled:

~i! The N scheme, which is the optimal first-order accurate
upwind scheme, is obtained as

f j
N52kj

1~uj2uin!. (8)

~ii ! The LDA scheme, which is a linear second-order-accurate
upwind scheme, is obtained as

f j
LDA52kj

1~uout2uin!. (9)

~iii ! In order to design a scheme satisfying both properties P
~positivity, namely capability of providing monotone solutions!
and LP~linearity preserving, namely capability of preserving ex-
act initial linear solution which is equivalent to second-order ac-
curacy,@11#!, it is necessary to make the distribution nonlinear. As
proposed in Refs.@12# and @13#, a nonlinear advection velocity
can be used in Eq.~3! without changing the steady-state residual:

lv5l1vs, s5
2uyi1uxj

u“uu
. (10)

In such a way, a degree-of-freedom, namely, the auxiliary speed
v, is introduced to determine the appropriate advection velocity
for the sought upwind scheme. The strategy used to evaluatev
makes use of thelevel line, namely, the line of constantu. Such a
strategy is briefly recalled here for completeness. In the two-target
configuration~with respect tol!, seeFig. 1~b!, two situations may
occur: ~i! the level line passing through the upwind node 2 cuts
the outflow edge, i.e., (u32u2)(u12u2),0 ~Fig. 2~a!!; ~ii ! the
level line passing through the upwind node 2 does not cut the
outflow edge, i.e., (u32u2)(u12u2).0 ~Fig. 2~b!!. In both cases
one looks for two values oflv being aligned with the two sides
2-1 and 2-3, respectively,l1

v andl3
v . In the first case only one of

suchlv is downwind so that the scheme is one target. In particu-
lar, if (u12u3)fT,0, seeFig. 2~a!, the entire fluctuation is sent
to node 1 andv is computed by requiring thatk3

v50, namely

v52
l"n3

s"n3
; (11)

Fig. 1 Defninition of inflow and outflow points
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for (u12u3) fT.0, the entire fluctuation is sent to node 3 andv
is computed by requiring thatk1

v50, namely

v52
l"n1

s"n1
. (12)

In the second situation, seeFig. 2~b!, both lv are downwind so
that the scheme must be two-target and the distribution is per-
formed according to theN scheme.

2.3 Numerical Method for the Navier-Stokes Equations.
The fluctuation splitting methodology is extended to the solution
of the Euler and Navier-Stokes equations by the following proce-
dure. The Euler equations

]U

]t
52“"F i5Resi~U !, (13)

are discretized on a computational domain composed of linear
finite elements. The discrete conservative flux balance over each
cell T, namely, the fluctuationFU,T , can be written in terms of
appropriate fluxes through the sides of the cell~see, e.g.,@4,5#! as

FU,T5R̄FT , FT52(
j 51

d11
l j

d
Ā"njQj52(

j 51

d11

K jQj . (14)

In Eq. ~14!, R̄ is the cell-averaged projection matrix from the
characteristic variables,Q, to the conservative ones,U; FT is the
fluctuation in the variablesQ; d is the number of space dimen-
sions; Ā is the Jacobian tensor with respect to the characteristic
variablesQ; and

K j5
l j

d
Ā"nj . (15)

Due to the hyperbolic nature of the system,K j can be written as

K j5~R̄KL̄KL̄K! j5~R̄KL̄K
1L̄K! j1~R̄KL̄K

2L̄K! j5K j
11K j

2 .
(16)

In Eq. ~16!, R̄K, j and L̄K, j are the right and left eigenvector ma-
trices ofK j , whereasL̄K, j

1 and L̄K, j
2 are the corresponding posi-

tive and negative eigenvalue matrices. Generalizing the results
obtained for the scalar equations, and introducing the following
vectors,

Qin5S (
j 51

d11

K j
2D 21S (

j 51

d11

K j
2Qj D ,

Qout5S (
j 51

d11

K j
1D 21S (

j 51

d11

K j
1Qj D , (17)

the linear matrix LDA scheme, which is linearity preserving,@10#,
is obtained as

F j52K j
1@Qout2Qin#. (18)

Such a scheme is very accurate for subsonic smooth flows and can
be considered the optimal compact FS scheme for such condi-
tions. For supersonic flows, different characteristic variables,W,
are employed, which, for two-dimensional flows, allow one to
recast the Euler system into an equivalent set of four scalar ad-
vection equations,@14#. These are then discretized by the nonlin-
ear ~scalar! PSI scheme,@10#, which can be written as

F̂ j52K j
nl1~Wj2Win

nl!, (19)

whereK j
nl1 is computed by generalizing the procedure described

in the scalar section using the nonlinear JacobianÂ̄nl, as defined
in @15#. Finally, in order to compute transonic flows with strong
shocks, it is necessary to use locally a monotone scheme, namely,
the matrixN scheme of Ref.@5#, given as

F̂ j52K j
l 1~Wj2Win

l !, (20)

where K j
l and Win

l are computed using the JacobianĀW ~Ref.
@15#!. In order to pinpoint the ‘‘shock cells’’ where such a lower-
order scheme needs to be employed, and disregarding those cells
where the transition from supersonic flow conditions to subsonic
ones is smooth enough to be properly handled by the LDA
scheme, it is necessary to characterize computational cells
uniquely. By a careful analysis of the flow properties across a
normal shock, it is concluded that ‘‘shock cells’’ are characterized
by ~i! average cell Mach numberM,1; ~ii ! at least one super-
sonic node; and~iii ! at least one subsonic node with its local Mach
number lower than 0.9. The choice of such a value is arbitrary
indeed. The proposed one is such that the lower order scheme is
used for normal shocks and makes the overall approach very ro-
bust while still limiting the use of the lower-order scheme to a
very small number of cells,@16#. In conclusion, at every step of
the computational process, the present hybrid approach flags all
elements of the computational domain and distributes the residu-
als for each of them using Eq.~18! at subsonic cells, Eq.~19! at
supersonic ones, and Eq.~20! at ‘‘shock cells.’’

The viscous terms are discretized using a standard Galerkin
finite element scheme. Consider the generic nodei of the compu-
tational domain and the area/volumeSi composed by all elements
sharing nodei . The standard procedure used in finite element
analysis is applied to the divergence of the viscous fluxes, to
provide

E
Si

c i“"F vdS52E
Si

“c i•F vdS2 R
]Si

c iF v
•n ds, (21)

wherec i is the linear tent function andn is the inward unit vector
normal to the boundary]Si . The second term in the right-hand
side of Eq.~21! is zero sincec i50 on ]Si , so that

E
Si

c i“"F vdS52(
T

F l iTniT

2ST
•E

ST

F v dSG . (22)

In Eq. ~22!, the sum is extended over all elements meeting at node
i , and the subscriptiT refers to the face of the elementT opposite
to the vertexi .

The convective and source terms in the turbulence transport Eq.
~2! are discretized in space by means of the PSI scheme and the
centered scheme, respectively, whereas the diffusive terms are dis-
cretized by the standard Galerkin scheme.

The residuals of the Reynolds-averaged Navier-Stokes equa-
tions at each nodei are finally computed by collecting all terms,
to give

S ]U

]t D
i

5
1

Si
(

T
~FU,T! i2(

T
F l iTniT

2ST
•E

ST

F v dSG5R~U ! i .

(23)

Fig. 2 Nonlinear scheme configurations
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The time derivative in Eq.~23! is approximated using a two-point
backward finite difference, and the residual is evaluated implicitly.
Linearizing R(U) about time leveln, the following scheme is
obtained:

S S

Dt
I 2S ]R

]U D D
i

~Un112Un! i5R~U ! i
n . (24)

Equation~24! represents a large nonsymmetric sparse linear sys-
tem to be solved at each time step. In the present computations the
Jacobian,]R/]U, is evaluated numerically using first-order-
accurate differences. The sparse matrix technology required to
solve Eq.~24! is provided by the PETSc library,@17#. The linear
solver is based on an ILU~0! preconditioned GMRES algorithm,
restarted every 30 linear iterations. The time step,Dt, is varied,
after each nonlinear iteration, so as to equal the ratio between the
initial and the current nonlinear residual, thus rapidly reaching
very large values.

The turbulence transport Eq.~2! is discretized in time and is
solved by the same implicit method, one nonlinear iteration being
performed at the end of each nonlinear iteration of the flow
equations.

Standard characteristic boundary conditions are imposed at in-
flow and outflow points. Both velocity components at the wall
nodes are set to zero, whereas the zero heat-flux condition is natu-
rally enforced by omitting the boundary heat-flux contributions at
the wall cell sides. Concerning the turbulence equation, the values
of ñ are prescribed at inlet points (ñ50.01) and at wall points
( ñ50), and are linearly extrapolated at outlet points.

3 Results
The proposed numerical method has been employed to compute

subsonic and transonic flows through the high-turning VKI LS59

Fig. 3 Local view of the coarse grid at the leading edge

Fig. 4 Convergence histories for the M2,isÄ0.81 case

Fig. 5 Coarse grid: Mach number contours for M2,isÄ0.81
„DMÄ0.05…

Fig. 6 Fine grid: Mach number contours for M2,isÄ0.81 „DM
Ä0.05…
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turbine-rotor cascade. Experimental data are available in the lit-
erature, @18,19#, indicating that the flow is nearly two-
dimensional. End-wall effects and aspect-ratio influence are prac-
tically negligible, so that a two-dimensional flow computation is
adequate.

Four flow conditions have been considered, with isentropic exit
Mach number,M2,is , equal to 0.81, 1, 1.11, and 1.2, respectively;
the corresponding Reynolds numbers, based on the blade chord,
c, and exit conditions, are 8.223105, 7.443105, 73105, 6.63
3105, whereas the inlet flow angle with respect to the axial di-
rection is always 30 deg. Two grids have been employed, contain-
ing 24576 and 98304 triangular elements and 257 and 513 points
on the blade, respectively. The maximum corresponding distances
between the profile and the first grid point are 1024 c (y1'4)
and 0.531024 c (y1'2). The unstructured grids have been ob-

tained by structured ones by dividing each quadrilateral cell into
two triangles.Figure 3 provides a local view of the coarse grid
around the leading edge of the blade. For all computations, start-
ing from rest, a residual drop of three orders of magnitude is
obtained in about 40 and 160 minutes, which corresponds to about
200 iterations, on a single-processor~EV5.6-500 MHz! DIGITAL
computer, for the coarse and fine grids, respectively. Such CPU
times are two orders of magnitude lower than the ones corre-
sponding to the explicit procedure employed in@7#. Figure 4 pro-
vides the convergence histories of theL2 norm of the residual for
each conservation equation corresponding to theM2,is50.81 case.
Figures 5–12 show the Mach number contours for the four exit
Mach number flow cases and for the two grid resolutions. In all
cases, the complex structure of the flow is well predicted, and the
shocks are captured sharply and monotonically even on the coarse
grid. This demonstrates the remarkable accuracy of the hybrid FS

Fig. 7 Coarse grid: Mach number contours for M2,isÄ1 „DM
Ä0.05…

Fig. 8 Fine grid: Mach number contours for M2,isÄ1 „DM
Ä0.05…

Fig. 9 Coarse grid: Mach number contours for M2,isÄ1.11
„DMÄ0.05…

Fig. 10 Fine grid: Mach number contours for M2,isÄ1.11 „DM
Ä0.05…
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Fig. 11 Coarse grid: Mach number contours for M2,isÄ1.2
„DMÄ0.05…

Fig. 12 Fine grid: Mach number contours for M2,isÄ1.2 „DM
Ä0.05…

Fig. 13 Isentropic Mach number distributions along the blade
for M2,isÄ0.81

Fig. 14 Isentropic Mach number distributions along the blade
for M2,isÄ1

Fig. 15 Isentropic Mach number distributions along the blade
for M2,isÄ1.11

Fig. 16 Isentropic Mach number distributions along the blade
for M2,isÄ1.2

400 Õ Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



formulation. The saw-tooth patterns barely visible near the shock
for some flow cases, see, e.g.,Fig. 8, is probably due to the local
distortion of the grid with respect to the flow. In particular, for the
M2,is51.2 flow case, thel shock at the trailing edge of the suc-
tion side of the blade is already captured on the coarse grid and
clearly evident on the fine one. Comparing such a solution with
the corresponding one provided in@20#, it can be seen that such a
flow feature is missed by classical numerical schemes such as
Jameson’s scheme even on grids comparable with the present fine
one. The computed isentropic Mach number distributions along
the blade are shown inFigs. 13–16 along with the experimental
results obtained by Sieverding@18,19#. The coarse-grid solutions
are practically grid-converged, except at the suction surface shock
location for theM2,is51.2 flow case. All the fine grid solutions
can be seen to agree well with the experimental data. The com-
puted values of the pitchwise-mass-averaged loss coefficient (1
2w2/wis

2 , w being the velocity! 0.6 chords downstream of the
cascade are given inFig. 17, together with the experimental re-
sults obtained on four European wind tunnels,@19#. It appears that
the fine grid is required to evaluate such a very sensitive property,
accurately. Nonetheless, the errors of the coarse-grid predictions
are lower than the range of the experimental data. Finally, the
pitchwise-mass-averaged exit flow angles are given inFig. 18.

For such an integrated quantity, the coarse and fine grid results
practically coincide and are in the middle of the experimental
range.

4 Conclusions
An implicit hybrid fluctuation splitting scheme has been devel-

oped for solving steady compressible flows in two dimensions.
Results are presented for subsonic and transonic turbulent flows
through a high-turning turbine-rotor cascade, which demonstrate
the accuracy of the spacial discretization and the robustness and
efficiency of the implicit Newton-GMRES integration procedure.
The proposed methodology is currently being extended to three-
dimensional steady flows as well as to time-dependent flows, via a
dual-time-stepping approach.
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This paper presents a mathematical model for predicting the rate of turbulent spot pro-
duction. In this model, attached- and separated-flow transition are treated in a unified
manner, and the boundary layer shape factor is identified as the parameter with which
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Introduction
Since the concept of the turbulent spot was initially proposed

by Emmonsf1g, extensive experimental research efforts have been
dedicated to uncovering the mechanisms leading to transition in-
ception se.g., f2–6gd and the process of growth and merging of
turbulent spots into a fully turbulent boundary layerse.g.,f7–9gd.
Studies such as these have increased our understanding of the
transition process and have identified the flow parameters that
significantly affect this process, namely, freestream turbulence in-
tensity f10,11g, turbulence length scalef12,13g, streamwise pres-
sure gradientsf14–16g, streamline curvaturef17,18g, periodic im-
pingement of wakesf19–21g, and surface roughnessf22,23g.

The ultimate mathematical model for the transition process al-
ready exists in the form of the unsteady Navier-Stokes equations.
Until relatively recently, however, lack of computing power has
prevented the numerical solution of these equations with sufficient
resolution to predict the details of turbulence production, convec-
tion, diffusion and dissipation in transitioning or turbulent flows.
Such direct numerical simulationssDNSd are now being used as
numerical wind tunnels to shed light onto fundamental features of
transition and turbulencef24–27g, which are extremely difficult to
observe through physical experiments. However, the available
computing power has imposed limits on the range of flow Rey-
nolds numbers that can be considered in such simulationsf27,28g,
which will remain so for the foreseeable future.

There has been considerable research focusing on predicting
transition through the use of low-Reynolds-number turbulence
modelsse.g.,f29–31gd. In the authors’ opinion, however, there are
no fundamental grounds for these turbulence models to capture
the proper physics of the transition process, for they have been
tailored to predict the near-wall region of fully turbulent boundary
layers. Flow phenomena key to the transition process, such as
amplification of instabilities leading to the inception of turbulent
spots and the distinct spreading patterns of these spots, are con-
cealed by the Reynolds-averaging process. Nonetheless, there
have been numerous attempts to make these models mimic tran-
sition phenomena by drawing analogies between the cross-stream
variation of turbulence near a solid surface and the streamwise
variation of turbulence during transition. Such methods employ a
subgroup of models based on the turbulence Reynolds number
rather than on wall proximity. Proper execution of this approach

requires the presence of freestream disturbances, which limits the
transition process to that of the bypass type, triggered by diffusion
of freestream turbulence into the shear layer. Savillf32g showed
that low-Re turbulence models fail to predict both the transition
onset location and the length of the transition zone accurately. The
latter trend was noted by Schmidt and Patankarf31g as well, who
also showed that these models are sensitive to the streamwise start
location of calculations and to the initial profiles of turbulence
quantities. The poor performance of low-Reynolds-number turbu-
lence models in attached flow is likely to prevail in separated-flow
transition as well.

There have been attempts to improve the transition prediction
performance of low-Reynolds-number turbulence models through
the use of intermittency functionsse.g., f33gd. Such methods are
more general than the basic low-Reynolds-number turbulence
modeling approach, in the sense that they explicitly account for
spot formation and growth rates. However, the underlying as-
sumption of similarity between the turbulence structure in the tur-
bulent spots and in the fully turbulent boundary layer remains, and
the location of transition inception needs to be estimated through
other means, typically empirical correlations. Hobson and Weber
f34g attempted to use the turbulence model of Spalart and Allma-
rasf35g together with the intermittency function of Solomon et al.
f36g for separation-bubble transition and found that the internal
structure of the bubble was not predicted well. More recently,
transport equations have been developed for predicting the
streamwise variation of intermittency rather than relying on em-
pirical relationsse.g., f37,38gd. The model of Suzen and Huang
f38g also accounts for the cross-stream variation of flow intermit-
tency. The authors reported reasonable accuracy for the prediction
of the transition length, with the transition inception location de-
termined through an empirical correlation. However, in the con-
text of the previous discussion on the use of low-Re turbulence
models to predict the turbulence generation within turbulent spots,
the present authors remain doubtful of the feasibility of achieving
consistent prediction accuracy with such models.

Large eddy simulationsLESd has relatively recently emerged as
a compromise between the excessive computing requirements of
DNS and the lack of general applicability of Reynolds-average
Navier-StokessRANSd formulations to turbulent and transitional
flows. In this method, the larger turbulent structures are computed
explicitly, while the smaller scale turbulence is modeled, which is
commonly referred to as sub-grid-scale modelingf39g. This ap-
proach has been shown to have the potential to provide substan-
tially more consistent prediction of turbulent flows than has been
accomplished by modeling the complete range of turbulence
scalesf40g. Because a large range of turbulence scales naturally
develop during such simulations, prediction of transition inception
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and turbulent spot propagation is theoretically within the capabil-
ity of this method. This has been confirmed through case studies
in the published literaturese.g.,f40,41gd. However, the LES com-
puting requirements for high-Re flows are within the range that
still makes LES unattractive for regular use in industry. Addition-
ally, the feasibility of sub-grid-scale turbulence models that are
equally effective away as well as in close proximity of solid
boundaries remains the focus of extensive research. Hence, it will
be some time before this technique matches the reliability and
efficiency of the well proven semi-empirical modeling approach
for the prediction of the transition process.

Based on these observations, for the foreseeable future, semi-
empirical mathematical tools appear to be the most accurate and
time efficient means for modeling turbulent spot inception and
propagation. The present study begins with a review of existing
models for predicting transition inception and transition length,
and proposes models that account for the effects of a broader
range of flow and geometric parameters, calibrated against an ex-
tensive set of experimental data.

Review of Semi-Empirical Transition Models
Transition from laminar to turbulent flow in boundary layers is

known to take place through the inception and spreading of tur-
bulent spots, which in planform view resemble an arrowhead,
with the tip pointing in the downstream directionse.g., f1,42gd.
Once formed, these spots are convected downstream while they
spread in the streamwise, spanwise, and cross-stream directions,
until merging with each other to form a fully turbulent boundary
layer. The length of the transition zone is therefore dictated by the
inception, convection, and spreading rates of the turbulent spots.
For modeling purposes, the state of the boundary layer in the
transition zone is conventionally described by the intermittency,g,
which is the fraction of time that a given location in the boundary
layer resides within turbulent spots. Emmonsf1g showed this to
be a continuous Poisson process. Ignoring variations in the inter-
mittency in the cross-stream and spanwise directions, this may be
mathematically expressed as

gsxd = 1 −e−ensxddxegxsxddxegzsxddx s1d

wheren represents the inception rate of turbulent spots at a given
location, andgx andgz respectively represent the streamwise and
spanwise spreading rates of these spots.

Inception of Turbulent Spots. The uniformly distributed spot
production assumed in Emmons’f1g theory is not supported by
the concentrated inception of spots observed in the experiments of
Schubauer and Klebanofff43g. Recently, Johnson and Fashifarf8g
observed the presence of a finite streamwise band within which
spot inception takes place. Nonetheless, this band is sufficiently
narrow to justify Narasimha’sf9g hypothesis of concentrated
breakdown, whereby spot inception occurs at random times and
spanwise locations at one streamwise location. Another underly-
ing assumption in Emmons’ theory is that the inception of a tur-
bulent spot is not affected by the proximity of other spots. How-
ever, it has been demonstrated experimentallyf8g that turbulent
spots are less likely to be produced in close proximity of each
other. This may be, in part, due to the existence of a calmed region
following the passage of a turbulent spotf8,42g. Despite evidence
of deviations from the assumptions of concentrated breakdown
and spot formation that is uninfluenced by other spots, the level of
success with transition models based on Narasimha’s hypothesis
f9,36g suggests these deviations to be small.

The inception of turbulent spots in an attached boundary layer
is typically preceded by the growth of instabilitysTollmien-
Schlichtingd waves, which is for the most part a linear process,
becoming nonlinear shortly before breakdown into turbulent spots
se.g.,f5,24gd. This transition mode, known as natural transition, is
encountered in relatively low disturbance environments and has
recently been observed to potentially be the dominant mechanism

of transition also in instances where the boundary layer separates
prior to transition onsetf24g. In cases of separated flow, the highly
inflectional mean velocity profile downstream of the point of
separation tends to substantially reduce the streamwise length of
instability growth leading to transition inceptionse.g., f44–46gd.
In an environment with large disturbances, such as elevated
freestream turbulence and substantial surface roughness, the rela-
tively long process of linear growth of instability waves is by-
passed, leading to the formation of turbulent spots shortly after
exposure of the laminar boundary layer to such disturbancesse.g.,
f10,47gd.

Regardless of whether transition is of the natural or bypass
mode, experimental studies have shown that the rate of turbulent
spot inception is affected by the local freestream turbulence and
streamwise pressure gradientf14,48g, and surface roughness, as
indicated indirectly by the measurements of Pinson and Wang
f23g. The random occurrence of turbulent spots prevents direct
measurement of their inception rates. Thus, conclusions regarding
the trends in spot inception rates have been deduced from the
transition length and spot propagation characteristics in the tran-
sition zone. The level of success in experimentally quantifying the
inception rate of turbulent spots is therefore closely coupled to the
extent of our understanding of their convection and spreading
characteristics.

Convection and Spreading of Turbulent Spots.Since the
work of Emmonsf1g, numerous studies have documented the de-
velopment of turbulent spots as they are convected downstream.
These studies measured the structure and spreading of spots in the
horizontal planese.g.,f7,49gd or in the vertical plane of symmetry
f7g. More recently, measurements have been undertaken to fully
document the three-dimensional spot structurese.g., f42gd. Such
three-dimensional measurements have identified distinct regions
of turbulence generation at the leading edge and along the lateral
extremes of the spots. Through these studies, the local pressure
gradient has been confirmed as the parameter dominating the
spreading rate of turbulent spots.

Transition Models.

Location of Transition Inception. In attached boundary layers,
the widely accepted parameter for correlating the location of tran-
sition inception is the Reynolds number based on momentum
thickness, Reu. Among the numerous transition inception formu-
lations, those of Maylef50g sEq. s2dd and Abu-Ghannam and
Shaw f3g sEqs. s3dd are the ones cited most frequently in turbo-
machinery blade studies.

Reuts = 400Tu−0.625 s2d

Reuts = 163 + expSFslud −
Fslud
6.91

TuD s3ad

where Reuts is the Reynolds number based on momentum thick-
ness at the transition inception location,Tu is the average
freestream turbulence level between the leading edge and transi-
tion inception location, andFslud in Eq. s3ad is a function of
Thwaites’ pressure gradient parameterslu=su2/nddUe/dxd, de-
fined as

Fslud = 6.91 + 12.75lu + 63.64lu
2 hlu ø 0j s3bd

Fslud = 6.91 + 2.48lu − 12.27lu
2 hlu ù 0j s3cd

Although the model of Abu-Ghannam and Shawf3g has the ad-
vantage of accounting for the effects of both freestream turbulence
and streamwise pressure distribution, for flows with high turbu-
lence intensity it has been artificially forced to correspond to the
stability limit for natural transition of Reuts=163. Mayle’s f50g
correlation is not constrained by this stability limit, but it does not
account for the effects of pressure gradient. For freestream turbu-
lence intensities typical of turbomachinery blade rows, it is known
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that transition inception in an attached boundary layer is not
strongly affected by the streamwise pressure distributionf13,50g.
Thus, Eq.s2d is suitable for such applications. The experimental
results from an earlier phase of the present researchf13g, covering
a range of pressure gradients and freestream turbulence levels,
were predicted reasonably well by both of these models.

For transition in short separation bubbles, the location of tran-
sition inception has been found to correlate well with the state of
the boundary layer at the point of separation.

Mayle f50g

Rets − Res = 300 Reus
0.7 s4d

where Res and Rets are the Reynolds numbers based on the
streamwise locations of separationsxsd and transition inception
sxtsd, respectively.

Robertsf51g

Res−ts = 2.53 104 log10hcothfTFs%d/10gj s5d

In this equation,TF is Taylor’s f52g turbulence factorfTF
=TurefsL /lsd0.2g, where ls is the integral length scale of free-
stream turbulence, andL is the length of the surface along which
the boundary layer develops.

Hatman and Wangf44g

Rets = 1.0816 Res + 26,805 s6d
Yarasf53g

Rets = 1.04 Res + 6.33 104h1 − tanh3fTF8s%dgj s7d

whereTF8=maxfTF,s%d1%g.
Among these models, the latter two have been found to be more

accurate when compared to the experimental transition data that
have been measured at Carleton University over the past several
yearsf45,53,54g. While the models of Hatman and Wangf44g and
Yarasf53g agree well with each other at low freestream turbulence
levels, only the latter model is applicable to elevated free-stream
turbulence conditions.

Length of Transition. Early efforts to model the transition re-
gion for attached boundary layersse.g.,f1,9gd, did so without the
benefit of more refined measurements of streamwise propagation
rates and spreading angles that have become available more re-
cently f7,42,49g. Nonetheless, the concentrated breakdown hy-
pothesis described earlier, along with the further assumption of
constant spreading rates in the streamwise and lateral directions,
led to the well-known intermittency model of Narasimhaf9g:

gsxd = 1 −e−sns/Uedsx − xtsd
2

hx ù xtsj s8d

where n is the spot inception rate ands is a spot propagation
parameter given by

s = UesUTE
−1 − ULE

−1dtansad s9d

In Eq. s9d, a is the lateral spot spreading half-angle, andULE and
UTE are the spot leading- and trailing-edge convection velocities,
respectively.

Spot Inception Rate. Narasimhaf9g proposed a nondimensional
inception rate parameter formulated as

N =
nsuts

3

n
s10d

Based on experimental data primarily for low values oflu

f2,3,43,55g, Narasimha proposed a value ofN=0.7310−3, for
freestream turbulence levels above 0.1%.

More recently, Fraser et al.f14g established a dependence ofN
on both streamwise pressure gradient and turbulence level through
experimental data compiled from various sources and proposed
the following model:

N =
47.233 10−3

s10 −e1.7−Tu/2d2 3 eF s11ad

F = − 10Îluts + 300luts
4 hluts ù 0j s11bd

F = lutss1 − 55luts
2d 3 s2.6Tu + 3.6ÎTu − 86d hluts ø 0j

s11cd

Based on additional experimental data, Gostelow et al.f48g sug-
gested the following alternative expressions forN:

N = 8.63 10−4e2.134lutsln Tuts−59.23luts−0.564 ln Tuts hluts ø 0j
s12ad

N = 8.63 10−4e−0.564 ln Tuts−10Îluts hluts ù 0j s12bd

In experiments by the present authorsf13g, Eq.s12bd was found to
provide accurate predictions of the spot production rates, while
Eq. s12ad was found to overestimate these measurements. Re-
placement of the factor 8.6 in Eq.s12ad with 3.0 provided a better
agreement between measurements and predictionsf13g, although
this created a slight discontinuity atl

uts
=0.

Spot Propagation Rate. The intermittency model of Narasimha
sEq. s8dd has been found to agree well with measurements in flows
with both favorable and mild adverse pressure gradientsse.g.,
f9,48,56gd, provided that the pressure gradient does not vary sig-
nificantly within the transition region. If the pressure gradient var-
ies significantly within the transition region, which is often the
case with turbomachinery blades, then the intermittency distribu-
tion may deviate from the distribution given by Eq.s8d. Chen and
Thysonf57g postulated that this discrepancy is due to changes in
the convection velocity of the turbulent spots, caused by the
streamwise pressure gradient, and suggested that their rate of con-
vection should scale on the local freestream velocity. However,
Walker et al. f58g noted that this adjustment is insufficient to
establish good agreement with experimental results.

The failure of the model of Chen and Thysonf57g is attributed
to the fact that the streamwise and spanwise spreading rates of
turbulent spots vary significantly withlu, as was documented by
Gostelow et al.f7g. Based on these findings, Solomon et al.f36g
proposed the following expression:

g = 1 −e−nexts

x fs/tansadUgdxexts

x tansaddx s13d

In this equation,s / ftansadUg and tansad represent the streamwise
and spanwise spreading of turbulent spots, respectively. Based on
the experimental data compiled by Gostelow et al.f7g for lu val-
ues between −0.06 and 0.06, the following expressions for the
spot-spreading characteristics were proposed:

a = 4 + 22.14/s0.79 + 2.72e47.63lud s14d

s = 0.03 + 0.37/s0.48 + 3.0e52.9lud s15d

More recently, Eq.s15d was updated by D’Ovidio et al.f59g to
extend the range oflu to −0.12:

s = 0.024 + 0.604/s1 + 5e66lud s16d
Experiments by the present authorsf13g, conducted over a

range of pressure distributions, freestream turbulence, and flow
Reynolds numbers, provided indirect evidence that these spot
propagation parameters are adequately described by the pressure
gradient parameter, without any need for further adjustment due to
freestream turbulence and Reynolds number.

Johnson and Ercanf12g proposed an alternative approach for
modeling the intermittency distribution in the transition zone, with
a focus on conditions with elevated levels of freestream turbu-
lence sTu.2%d. The model relaxes the assumption of concen-
trated spot production, and bases the spot production rate on the
near-wall and freestream turbulence length scales in addition to
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the local freestream turbulence intensity and pressure gradient.
The model also includes new expressions for the spot propagation
parameters and spreading anglea, although these differ from the
predictions based on Eqs.s14d and s16d mostly for high adverse
pressure gradientsslu,−0.10d. The model was validated through
comparisons with experimental data published by Gostelow and
his co-workers. Compared to the model of Solomon et al.f36g
sEq. s13dd, prediction of the intermittency distribution was im-
proved in the early and late stages of transition.

Finally, there appears to be a substantial lack of effort on mod-
eling the transition length in separation bubbles. As the location of
reattachment is generally well correlated with the completion of
transition, and the reattachment location is the more relevant in-
formation for the prediction of the downstream boundary layer
development, the tendency has been to develop correlations for
the reattachment location instead. Two recently proposed models
are as follows:

Hatman and Wangf44g

Rer = 1.0608 Res + 34,890 s17d
Yarasf53g

Rer = 1.04 Res + 8.053 104f1 − tanh3sTF8s%ddg − 2.03 104

s18d

whereTF8=maxfTFs%d ,1%g.
The uncertainty of the experimental data on which these corre-

lations are based is expected to be somewhat higher than for the
locations of separation and transition inception. This is because of
the unsteady nature of the reattachment location and the greater
subjectivity involved in interpreting the location of reattachment
through the shape of the time-averaged velocity profile, a peak in
the turbulence intensity, or a combination of the two. It would
therefore be useful to establish correlations for the intermittency
distributions in the separated shear layer from which the end of
the transition process can be deduced with higher precision. In
recent studies by the current authorsf54g, Volino f60g, and Gos-
telow and Thomasf61g, intermittency distributions in separation
bubbles have been measured with sufficient streamwise resolution
to provide the experimental basis for the development of such
mathematical models.

Description of Experiments
The experimental data compiled herein have been extracted

mostly from the authors’ own studiesf13,54g sidentified by RY, as
in Table 1d. In order to confirm the absence of any trends in these
results that may be unique to the wind tunnel and instrumentation
used by the authors, results from several other research facilities
have been included in the data set. The additional data are those
published by Volino and co-workerssVH, VSPd f11,62g, Volino
sVd f60g, and DevasiasDVd f56g. The data set encompasses a
range of flow Reynolds numbers, streamwise pressure gradients,
freestream turbulence levels, and surface roughness conditions
that are typical of gas turbine applications, and includes cases
with attached flowf11,13,56,62g and separation-bubble transition
f54,60g.

With the exception of the most recent experiments of Volino
sVd f60g, the noted wind-tunnel transition studies were performed
using a flat test surface, with a well-defined location for the be-
ginning of the boundary layer development. In each case, stream-
wise pressure distributions were imposed the test surface through
the use of a contoured test-section ceiling. The ceiling was con-
figured to yield streamwise pressure gradients that are favorable
f11,56,62g, adversef13,56g, or resemble those typically encoun-
tered on the suction surface of turbine bladesf13,54,60g. The test
surfaces were wide enough to ensure two-dimensional flow devel-
opment at the spanwise locations of the boundary layer measure-
ments. Variations in freestream turbulence were realized by the
use of turbulence-generating grids, placed sufficiently upstream of
the test surface to yield isotropic and homogeneous turbulence.
Surface roughness variations, which were limited to the studies of
the present authors, were achieved through the use of commer-
cially available materials that provided random roughness
patterns.

The experiments of VolinosVd f60g were performed in a single-
passage rectilinear cascade test section. The blade geometry was
chosen such that the Pak-B pressure distribution was reproduced
in an incompressible flow. Through comparison of the transition
trends prevailing on this blade to those observed on flat surfaces
in the remainder of the studies considered here, the effects of
convex surface curvature on boundary layer transition may be
inferred. Only three of the ten test cases published by Volinof60g
are included in the current study, namely those with high free-
stream turbulence and Reynolds numbers based on the suction
surface length of 100,000–300,000. In the remaining seven test
cases, the transition process occurred too rapidly to yield intermit-
tency distributions with sufficient streamwise resolution for the
purposes of the present study.

The noted experimental data sets are summarized in Table 1.
The relevant flow parameters from the authors’ previous studies
f13,54,63,64g are presented in Tables 2 and 3. Three different
pressure distributions were investigated in these studies; the pres-
sure distributions identified asCp1 and Cp2 are similar to those
prevailing on the suction side of low-pressure turbine blades. The
initial acceleration for these two pressure distributions is approxi-
mately the same, but the subsequent adverse pressure gradient is
stronger in the case of theCp1 distribution. The designationCp3
corresponds to a nearly constant adverse pressure gradient that
begins at the leading edge of the test surface and is milder than
that encountered in the downstream portions of theCp1 and Cp2
pressure distributions. Streamwise distributions of the acceleration
parametersh=sn /Ue

2ddUe/dxd corresponding to these pressure
distributions are given in Fig. 1.

Proposed Transition Model

Location of Transition Inception. As shown in Fig. 2, the
experimental results from earlier phases of the present research
f13g, covering a range of favorable and adverse pressure gradi-
ents, and freestream turbulence levels between 1.7% and 3.3% are
predicted reasonably well by the model of Abu-Ghannam and
Shawf3g, given by Eq.s3d in the previous section and shown by

Table 1 Summary of experimental configurations

Study
Test-section

config. ReLs3105d Turefs%d
Smooth
surface

Rough
surface Cp dist. Hotwire type

RY Flat plate 3.5–9.3 0.5–9.0 3 3 Adv., blade Single
VSP Flat plate 3.5 8.7 3 Fav. X-wire

V Cascade 1.0–3.0 8.7 3 Blade X-wire
VH Flat plate 0.5–3.0 7.0 3 Fav. Single
DV Flat plate 13.9–18.3 1.4–3.9* 3 Fav., adv. Single

*Estimated from turbulence grid and test section geometry
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the solid lines in Fig. 2. This agreement is achieved without hav-
ing to adjust the value of Reuts predicted by the model to account
for a bias created by the measurement technique of Abu-Ghannam
and Shawf3g, as suggested by Fraser et al.f14g and Dey and
Narasimhaf65g. It must be recognized, however, that the scatter in
the data observed in Fig. 2, which is comparable to the scatter of
the original data set of Abu-Ghannam and Shawf3g, translates
into an uncertainty in the predicted Reu at transition onset of 15–
20%. This level of precision may be inadequate in certain in-
stances. For example, for the separation-bubble transition mea-
surements of the present authorsf54g, where the streamwise
pressure distribution is typical of the suction side of a turbine

blade, the model of Abu-Ghannam and Shawf3g predicts attached
flow transition instead. Such a difference could be critical in the
estimation of profile losses and heat transfer patterns on a turbine
blade. The transition process in separation bubbles was shown by
Yarasf45g to be sensitive to the pressure gradient history of the
boundary layer prior to separation. Since this is most probably the
result of the effect of such history on the streamwise development
of instabilities in the boundary layer, similar effects are just as
likely in instances of attached-flow transition. Such effects cannot
be accounted for with the parameters currently appearing in the
model of Abu-Ghannam and Shawf3g. Thus, although this model
is in fair agreement with the data of the present authors, and is

Table 2 Flow parameters at transition inception: Attached-flow test cases †13,54,63,64‡

Cp Dist. ReLs3103d Rekts krms/utss310−3d Turef s%d TF s%d htss310−7d lutss310−2d Reuts Hts log10sNd

1 350 0.3 2.0 6.4 14.0 33.2 9.5 167 1.7 −4.1
1 350 109 347 4.5 11.2 −12.5 −12.2 312 2.2 −0.1
1 470 0.4 2.3 4.4 11.2 31.2 11.4 191 1.8 −3.6
1 470 0.3 1.6 6.8 15.7 33.2 12.8 199 1.7 −3.8
1 470 37 131 2.4 5.3 6.6 5.2 278 1.9 −3.5
1 470 22 89 4.1 10.3 −5.2 −3.1 245 2.0 −2.4
1 470 40 141 4.1 10.2 −2.1 −1.7 286 2.0 −2.4
1 470 145 411 2.5 5.8 −16.3 −20.5 354 2.5 −0.2
1 470 151 568 4.5 11.2 −11.3 −8.1 266 2.1 −1.2
2 350 0.3 1.9 8.9 20.8 32.3 10.1 177 1.7 −3.8
2 470 0.4 2.2 6.8 15.1 37.7 11.1 171 1.8 −3.9
2 470 0.3 1.8 9.0 21.0 39.6 13.7 185 1.6 −3.8
3 350 0.2 0.9 2.3 6.7 −6.5 −3.4 227 2.6 −2.4
3 350 0.2 0.9 3.7 8.0 −8.4 −4.6 226 2.6 −2.7
3 350 0.2 1.1 4.3 11.3 −10.9 −3.4 176 2.3 −3.0
3 350 0.2 1.8 6.2 13.2 −9.4 −1.4 122 2.2 −3.8
3 470 0.2 1.2 2.2 6.0 −7.5 −4.3 239 2.6 −2.8
3 470 0.6 2.9 3.9 9.4 −8.5 −5.6 258 2.4 −3.0
3 470 0.3 1.9 4.4 11.4 −6.1 −1.3 141 2.2 −3.6
3 470 0.3 2.6 6.1 13.1 −7.7 −0.8 98 2.1 −3.8
3 650 0.3 0.9 0.7 0.9 −5.0 −6.6 364 2.9 −1.7
3 650 0.4 1.7 2.5 6.3 −7.0 −3.3 216 2.4 −2.9
3 650 0.4 2.0 3.8 9.0 −6.2 −3.2 226 2.2 −2.8
3 650 0.4 2.7 4.6 11.9 −3.4 −0.7 139 2.1 −3.6
3 930 0.5 1.5 0.5 0.6 −4.2 −5.1 351 2.8 −1.5
3 930 0.3 1.6 3.8 9.6 −1.9 −0.6 175 2.1 −3.4
3 930 0.5 3.2 6.5 14.0 −4.3 −1.3 168 1.9 −3.7

Table 3 Flow parameters at separation and transition inception: Separation-bubble test cases †13,54,63,64‡

ReLs3103d krms/uss310−3d Reks Turef s%d TF s%d hss310−7d luss310−2d Reus Ress3103d Retss3103d Res−tss3103d Rers3103d Hs Hts log10sNd

350 1.3 0.3 0.6 1.7 −4.7 −3.3 263 244 285 34 271 3.1 8.1 0.5
350 1.4 0.4 0.6 1.2 −9.6 −6.4 258 261 302 36 293 3.2 8.7 0.3
350 1.3 0.3 2.2 5.9 −15.8 −10.1 252 242 271 32 280 3.0 6.4 0.6
350 1.3 0.4 4.2 8.9 −10.3 −8.4 285 270 280 23 274 3.0 4.3 0.1
350 62 16 0.7 1.4 −22.5 −13.8 257 255 289 30 295 3.0 4.2 0.9
350 66 17 2.2 5.6 −3.8 −3.0 258 273 286 31 302 3.0 5.7 0.3
350 56 16 4.4 10.8 −8.1 −6.5 288 268 273 7 274 3.0 3.3 −0.6
350 110 28 0.7 1.3 −15.4 −10.2 257 264 287 35 284 3.1 5.6 0.5
350 97 28 2.2 5.4 −16.8 −13.9 287 266 278 19 280 3.0 4.5 −0.2
350 94 29 4.2 10.3 −13.5 −13.4 314 286 287 4 294 2.9 3.2 −0.4
350 347 99 0.7 1.7 −16.7 −13.8 286 271 280 17 278 3.5 4.7 0.2
350 340 109 2.4 6.2 −24.4 −24.9 321 309 312 4 309 3.7 3.6 −0.2
470 1.6 0.5 0.4 0.7 −6.2 −5.8 306 339 390 45 357 3.1 6.8 0.8
470 1.6 0.5 0.4 0.6 −8.2 −7.7 305 349 392 47 390 3.0 7.3 0.7
470 1.5 0.5 2.3 5.9 −11.5 −11.1 309 339 362 38 359 3.0 5.2 0.6
470 1.5 0.5 3.4 8.4 −9.1 −9.0 312 336 356 31 342 2.9 4.4 0.3
470 78 25 0.6 0.8 −13.5 −13.4 316 410 448 38 438 3.1 5.7 0.9
470 49 22 2.3 5.4 −16.6 −32.7 444 362 372 17 367 2.8 3.2 0.3
470 98 37 0.5 0.7 −11.3 −16.2 376 352 380 35 378 3.0 5.3 0.3
470 405 137 0.6 0.9 −13.7 −15.8 338 378 381 8 383 3.5 4.2 −0.1
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herein put forward as the one favored over alternative models
available in the published literature, the potential for further im-
provements remains.

The data points identified by the grey symbols in Fig. 2 corre-
spond to surfaces with a range of distributed roughness with
heights of approximately 0.1,krms/uts,0.6. The physics of the
observed effect of surface roughness on the location of transition
inception is discussed elsewheref63,64g. Although a significant
effect of roughness on Reuts is evident, the relative sparseness of
the data set prevents reliable enhancement of Abu-Ghannam and
Shaw’s f3g model. Further measurements are needed before at-
tempting such improvements that would make the model more
relevant for the performance prediction of in-service gas turbine
blades.

In instances of transition in separation bubbles, the correlation
of Yarasf53g sEq. s7dd provides reliable estimates of the location
of transition inception, including cases with elevated levels of
freestream turbulence. The model mimics the empirical trend of
reduced sensitivity of Rets to freestream turbulence asTu in-
creases. Rex typically does not vary significantly between the
separation and transition inception locations. This is due to the

decreasing freestream velocity partially offsetting the increase in
the streamwise coordinatex. As a result, it is more difficult to
capture the slight upstream movement of the transition inception
point with increasing freestream turbulence at elevated levels of
turbulence through a correlation based on Rets. This can be better
accomplished if the dependent parameter Rets is replaced with the
Reynolds number based on the streamwise distance between the
separation and transition inception locations Res−ts. Res−ts corre-
lates closely with the Reynolds number at the separation point
Reus and decreases with increasing freestream turbulence as
shown in Fig. 3. The proposed correlation is

Res−ts = f835 − 36TFs%dgReus
0.7 s19d

Recent experiments by the authors identified the effects of distrib-
uted surface roughness on the location of transition inception in
separation bubblesf63,64g. This effect is demonstrated in terms of
the parameters of the proposed model in Fig. 4. The upstream
movement of the transition point with increased surface roughness
height is clearly evident, and the rate of this movement appears to
increase somewhat with freestream turbulence. The proposed
transition-inception modelsEq. s19dd can be made to account for
surface roughness effects through the following modification:

Res−ts = H835 − 36TFs%d − f1,400 + 25e0.45TFs%dg
krms

us
JReus

0.7

s20d

Length of Transition. The proposed transition length model is
based on the following expression for the streamwise intermit-
tency distributionf36g:

g = 1 −e−nexts

x fs/tansadUgdxexts

x tansaddx s21d
As was noted earlier, this expression has its roots in the work of
Emmonsf1g and has been brought to the present level of formu-
lation through the studies of Narasimhaf9g and Solomon et al.

Fig. 1 Representative distributions of the acceleration param-
eter h for the test cases of Roberts and Yaras †13,54,63,64‡: „a…
Cp1 and Cp2 pressure distributions, „b… Cp3 pressure
distribution

Fig. 2 Comparison of present experimental results „filled sym-
bols … to the experimental data „hollow symbols … and correlation
„lines … of Abu-Ghannam and Shaw †3‡. „The present rough-
surface test cases are shown in grey. …

Fig. 3 Sensitivity of the transition inception location in the
separation bubble to freestream turbulence „smooth surfaces …

Fig. 4 Sensitivity of the transition inception location to sur-
face roughness and freestream turbulence
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f36g. Since this formulation for intermittency has been demon-
strated to be consistent with the physics of the transition process
based on numerous experimental studies, it has been adopted in
the present modeling effort. The length of the transition zone is
quantified through the streamwise distance over which Eq.s21d
yields intermittency values greater than 0 and less than 1. The
location of transition inceptionxts appearing in this expression is
obtained from the models proposed in the previous section. The
parameterss and a representing the spot spreading rate are ob-
tained from the following expressions, as proposed by Solomon et
al. f36g and D’Ovidio et al.f59g:

a = 4 + 22.14/s0.79 + 2.72e47.63lud s22d

s = 0.024 + 0.604/s1 + 5e66lud s23d
The intermittency distributions based on the experimental re-

sults of the present authors for a range of streamwise pressure
gradients, freestream turbulence levels, and surface roughness
conditionsf13,54,63,64g have been found to be consistent with the
dependence ofa ands on only lu. This has been observed to be
true in both attached-flowf13,63g and separated-flowf54,63,64g
transition. The remaining parameter required for estimating the
intermittency distribution through Eq.s21d is the spot inception
rate n. As was discussed previously, starting with the work of
Narasimhaf9g, this parameter has traditionally been extracted
from the nondimensional inception rate parameter,N=nsuts

3/n,
and the most recent model, as given by Eq.s12d swith Eq. s12ad
scaled as per the authors’ recent experimental resultsd correlate
this parameter tolu and freestream turbulence at the transition
inception location. Figure 5 presents measured results for the
variation of N with lu and freestream turbulence level. The ma-
jority of the data points, as identified with filled symbols, were
measured by the present authorsf13,54,63,64g and are observed to
be consistent with the results of others. In the figure, the size of
the symbols increases with increasing freestream turbulence level.
Unlike the earlier data sets used for correlatingN to lu and
freestream turbulence, Fig. 5 includes results from transition in
separation bubbles. In the figure, the attached-flow and separated-
flow transition regimes are separated approximately by a straight
dashed line. Despite somewhat larger scatter, the rate of spot pro-
duction is observed to remain fairly constant in separation-bubble
transition for the displayed ranges of magnitudes oflu and free-
stream turbulence. Equations12d, on the other hand, would predict
a linear increase in log10sNd with increasing adverse pressure gra-
dient, rather than leveling off as suggested by the data. As a result,

the following correlation is proposed, which is consistent with the
experimental results throughout theluts range of Fig. 5,

log10sNd = − 3.75 +
8.5

2 + 35e35flu−fsTFdg s24ad

fsTFd =
2.9 − 0.25TFs%d

100 + 1.4TFs%df1 + TFs%dg
s24bd

This correlation is formulated such that it provides similar results
to Eq. s12d in the −0.1 to 0.08luts range, for turbulence intensi-
ties varying from 0.5% to 6.5%, since this earlier correlation was
calibrated against an extensive data set in this range. The turbu-
lence intensityTu, appearing in the earlier expressions forN, is
now replaced byTF. This was done in recognition of the fact that
the effect of turbulence intensity on the transition process ought to
be influenced by the length scale of the freestream turbulence
eddies. In the absence of length-scale information for freestream
turbulence, Eq.s24d may still be used to obtain estimates ofN by
usingTu in place ofTF. The data points shown with grey symbols
in Fig. 5 correspond to a range of rough-surface conditions and
will be discussed shortly.

A more effective approach to estimating the spot production
rate parameterN is evident from the results shown in Fig. 6.
Excluding the rough-surface conditions identified by grey sym-
bols, a strong dependence ofN on the boundary-layer shape factor
at the point of transition inception is observed. This is consistent
with the established dependence ofN on the freestream turbulence
level and streamwise pressure gradient, for both factors are known
to affect the shape factor. However, the notably lower scatter in
Fig. 6 than that observed in Fig. 5 may suggest the boundary layer
shape factor to be more directly relevant to the rate of turbulent
spot production. The trends in Fig. 6 suggest the following corre-
lation betweenN andHts:

log10sNd =
0.55Hts − 2.2

1 − 0.63Hts + 0.14Hts
2 h1.6ø Hts ø 8.5j s25d

The use of this correlation to estimateN requires thatHts be
known. In instances of attached-flow transition, this information
can be obtained most efficiently by the use of an integral method,
such as the method of Thwaitesf66g, for the streamwise develop-
ment of the laminar boundary layer up to the point of transition
inception. Based on the data published by Whitef67g, H can be
correlated tolu through

Fig. 5 Variation of the spot inception parameter with luts and
Taylor’s turbulence factor. „Rough surface measurements
†63,64‡ are shown in grey. …

Fig. 6 Variation of the spot production parameter with the
shape factor at transition inception. „Symbols filled in grey in-
dicate measurements over a rough surface. …

408 / Vol. 127, APRIL 2005 Transactions of the ASME

Downloaded 31 May 2010 to 171.66.16.30. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H =
2.61 + 20.3lu

1 + 9.43lu + 8.35lu
2 h− 0.09ø lu ø 0.25j s26d

The effect of freestream turbulence onH is not accounted for in
this empirical correlation and can be estimated from the following
expression, which is based on the experimental results of the
present authors:

H

HT
= 1 − 0.03TFs%d hTFs%d ø 11j s27d

whereHT is the shape factor estimated from Eq.s26d.
For estimating the shape factor at the point of transition incep-

tion in separation bubbles, the following correlation is proposed
for smooth surfaces, over the ranges of 250øReusø310 andTF
ø10%, based on the experimental data shown in Fig. 7.

Hts = s17.2 − 0.032 Reusd − s0.9 − 0.0018 ReusdTFs%d s28d
In summary, the proposed model for predicting the length of the

transition zone, unified for attached- and separated-flow transition,
consists of Eqs.s21d–s23d and s25d. These are supplemented by
Eqs. s3d or s20d to predict the streamwise location of transition
inception, by Eq.s10d to relaten to N, and by Eqs.s26d–s28d to
predict the shape factor at this point, if necessary.

For two of the separated-flow transition cases labeled in Fig. 6,
the predicted intermittency distribution, hence, transition length, is
compared to the measured values in Fig. 8 The spot production
parameterN of the test case corresponding to Fig. 8sbd is off of
the trend linesEq. s25dd in Fig. 6 by about one standard deviation.
Thus, the difference in the extent of agreement of the predicted
and experimental intermittency distributions in Fig. 8 provides an
indication of the effect of the scatter in the measured values ofN
on the prediction accuracy of the transition length. This effect is
noted to be relatively small.

Similarly, the measured and predicted intermittency distribu-
tions for two attached-flow transition casesslabeled in Fig. 6d are
compared in Fig. 9. Again, Fig. 9sbd corresponds to a test case that
represents the extent of scatter in the measured values ofN. The
effect of the uncertainty in theN values on the prediction accuracy
of the transition length is observed to be small. For reference, the
predictions based onN values estimated through Eq.s12d, with
Eq. s12ad modified as per the authors’ recent observationsf13g,
are also included in these figures. Since both Eqs.s12d and s25d
are calibrated against the same attached-flow transition data set,
the accuracy of the prediction is similar with the two models.

Effect of Surface Roughness on Transition Length.For
attached-flow transition, presence of roughness is noted to in-
creaseN for a given luts sFig. 5d or Hts sFig. 6d. This trend is
particularly evident in Fig. 6, whereHts assumes a nearly constant
value of 2 for the attached-flow transition cases over rough sur-
faces. The rough-surface data points shown in the figure for
attached-flow transition correspond to a range of roughness

heights of about 0.1,krms/uts,0.6, with a trend toward increas-
ing spot production rate with increasing height of roughness ele-
ments. It therefore appears that although freestream turbulence
affects the spot production rate primarily through its influence on

Fig. 7 Variation of Hts with turbulence level and Re us for
separation-bubble transition „smooth surfaces …

Fig. 8 Intermittency distributions for two separated-flow tran-
sition cases „as labeled in Fig. 6 …

Fig. 9 Intermittency distributions for two attached-flow transi-
tion cases „as labeled in Fig. 6 …
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the cross-stream distribution of velocity as described by the shape
factor, surface roughness has a more direct effect. This is an in-
tuitive result, for the sweep and ejection processes leading to gen-
eration of turbulent spots take place deep within the boundary
layer where they can be readily affected by the local flow pertur-
bations created by the roughness elements. A fairly consistent
trend of increasingN with increasing rms roughness height was
observed by the authors for the data points displayed in Fig. 6.
However, further experiments are desirable before an extension of
the proposed correlation forN may be attempted to include rough
surface conditions in the attached-flow transition regime.

Finally, as shown in Fig. 6, the spot production rate in instances
of separation-bubble transition does not appear to be sensitive to
surface roughness, with the exception of two data points. In the
majority of the separated-flow transition cases shown in this fig-
ure, the separated shear layer was determined to be well above the
crests of the roughness elements in the vicinity of the streamwise
location of transition inception. Thus, the process leading to the
generation of turbulent spots is not expected to be affected by the
flow perturbations of the roughness elements to the same extent as
in instances of attached-flow transition. This may be the explana-
tion for the lack of sensitivity of the spot production rate to sur-
face roughness in these cases. Consequently, for surface rough-
ness conditions typical of in-service gas turbine blades, the
proposed model for predicting the length of the transition zone
remains applicable for the separated-flow regime.

Conclusions
Through analysis of an extensive experimental data set, a strong

correlation of the turbulent spot production rate with the boundary
layer shape factor is identified. Based on this observation, a uni-
fied model is proposed for predicting the spot production rate in
separated- and attached-flow regimes, for both favorable and ad-
verse streamwise pressure gradients and a range of freestream
turbulance levels. The model is shown to maintain the prediction
accuracy of an existing model for the attached-flow regime and is
the first to allow prediction of the spot production rate in the
separated regime. Additionally, in the separated-flow transition re-
gime, the model is shown to remain applicable for rough surface
conditions typical of turbomachinery blades.

The model proposed for predicting the length of the transition
zone is complemented by a model for locating the streamwise
position of transition inception in separation bubbles. The pro-
posed model provides improvements over existing alternatives
both in terms of the precision of the predictions, and in its ability
of accounting for the effects of freestream turbulence and surface
roughness.
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Nomenclature
Cp 5 surface static pressure coefficient

gx,gz 5 functions describing the streamwise and spanwise
growth of turbulent spots

H 5 boundary layer shape factor
HT 5 predicted boundary layer shape factor based on the ex-

perimental data of ThwaitessEq. s26dd
krms 5 rms surface roughness height

L 5 length of test surfacesL=1.22 md
N 5 spot production parametersEq. s10dd
n 5 spot production rate,smsd−1

Rek 5 Reynolds number based on rms roughness height

Res 5 Reynolds number based on streamwise distance be-
tween the leading edge and the separation locationsxsd,
and the freestream velocity atxs sUesd

Rex 5 Reynolds number based on streamwise distance from
the leading edge

ReL 5 reference Reynolds number ReL=UrefL /n
Reu 5 Reynolds number based on momentum thickness
TF 5 Taylor’s turbulence factorTF=TurefsL /lsd0.2

Tu 5 local freestream turbulence intensitys%d
Turef 5 reference turbulence intensitys%d measured 10 mm

upstream of the test-surface leading edge
Tu 5 average Tus%d from the leading edge toxts
Ue 5 local freestream velocity, m/s

ULE 5 turbulent spot leading-edge convection velocity, m/s
Uref 5 reference velocity, measured 10 mm upstream of the

leading edge of the test surface
UTE 5 turbulent spot trailing-edge convection velocity, m/s

x,y,z 5 streamwise, wall-normal, and spanwise coordinates
a 5 turbulent spot spreading half-angle
g 5 intermittency of the boundary layer
u 5 momentum thickness
h 5 acceleration parameterh=sn /Ue

2ddUe/dx
ls 5 integral length scale of turbulence, measured 10 mm

upstream of the test-surface leading edge
lu 5 Thwaites’ pressure gradient parameter

lu=su2/nddUe/dx
n 5 kinematic viscosity, m2/s
s 5 spot propagation parametersEq. s9dd

Subscripts
r 5 reattachment
s 5 separation

s− ts 5 denotes the streamwise distance between the separa-
tion and transition inception locations

te 5 transition completion
ts 5 transition inception
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Nonsynchronous Vibration (NSV)
due to a Flow-Induced
Aerodynamic Instability in a
Composite Fan Stator
This paper describes the identification and prediction of a new class of nonsynchronous
vibration (NSV) problem encountered during the development of an advanced design
composite fan stator for an aircraft engine application. Variable exhaust nozzle testing on
an instrumented engine is used to map out the NSV boundary, with both choke- and
stall-side instability zones present that converge toward the nominal fan operating line
and place a limit on the high-speed operating range. Time-accurate three-dimensional
viscous CFD analyses are used to demonstrate that the NSV instability is being driven by
dynamic stalling of the fan stator due to unsteady shock-boundary layer interaction. The
effects of downstream struts in the front frame of the engine are found to exasperate the
problem, with the two fat service struts in the bypass duct generating significant spatial
variations in the stator flow field. Strain gage measurements indicate that the stator vanes
experiencing the highest vibratory strains correspond to the low static pressure regions of
the fan stator assembly located approximately 90 degrees away from the two fat struts.
The CFD analyses confirm the low static pressure sectors of the stator assembly are the
passages in which the flow-induced NSV instability is initiated due to localized choking
phenomena. The CFD predictions of the instability frequency are in reasonable agreement
with the strain gage data, with the strain gage data indicating that the NSV response
occurs at a frequency approximately 25% below the frequency of the fundamental bending
mode. The flow patterns predicted by the CFD analyses are also correlated with the
results of an engine flow visualization test to demonstrate the complex nature of the flow
field. @DOI: 10.1115/1.1811091#

Introduction
High cycle fatigue~HCF! of turbomachinery components is an

important area of concern in the design and development of air-
craft engines. The fundamental excitation sources for many HCF
problems are the unsteady aerodynamic forces that act on the
rotating and stationary airfoil rows. Historically, the unsteady
aerodynamic drivers have been classified as either flutter or forced
response. Flutter problems arise when the vibratory response is
self-excited, i.e., the motion-induced unsteady aerodynamics are
the source of the excitation. Forced response problems arise when
a periodic forcing function coincides with one of the natural
modes of vibration of a given blade or vane row. In general, the
primary forcing functions considered are wakes, shocks, and po-
tential flow fields generated by both the upstream and downstream
airfoil rows.

However, there is no reason to believe that the forcing function
to a given blade or vane row has to be externally generated, i.e.,
the excitation could be generated within the airfoil passage itself.
In fact there have been many observations of flow-induced aero-
dynamic instabilities in a variety of other disciplines. A prime
example is the phenomena of vortex shedding behind bluff bodies,
such as circular cylinders. This vortex shedding occurs at a fre-
quency proportional the flow velocity, with alternate vortices shed
from the cylinder in a very regular fashion. For high Reynolds
number flows, the shedding phenomena have been observed to
occur at a nearly constant Strouhal number (St50.20), defined as

the ratio of the product of the shedding frequency times the cyl-
inder diameter divided by the freestream velocity@1#. For elastic
bodies this shedding can lead to very high levels of vibration if the
shedding frequency coincides with one of the natural modes of
vibration @2,3#.

These vortex shedding phenomena hve also been observed for
deeply stalled airfoils, with large-scale vortices shed from the up-
per surface at a Strouhal number of approximately 0.20 when the
projected chord length normal to the flow was used as the char-
acteristic dimension@4#. However, in this same work a low fre-
quency periodic oscillation was also observed for lower angles of
attack near the onset of static stall in which the Strouhal number
was an order of magnitude lower (St50.02). These low fre-
quency fluctuations imparted much larger unsteady forces to the
airfoil than those observed at the higher angles of attack, with a
separation zone originating in the leading edge region causing the
airfoil to periodically switch between stalled and unstalled states.
Numerical simulations were carried out using a two-dimensional
Navier-Stokes analysis@5,6# with the Baldwin-Lomax algebraic
turbulence model in which transition was assumed to occur at the
leading edge. Nonreflecting boundary conditions were used at the
inlet and exit of the computation domain, with the low frequency
oscillation predicted to occur at Strouhal number of 0.03, which
compared reasonably well with the measured Strouhal number of
0.02.

Camp@7# has postulated that these vortex shedding phenomena
can be amplified by resonant duct or cavity modes in the turbo-
machine annulus. Recall that the frequency of the vortex shedding
is proportional to the flow velocity because it occurs at a constant
Strouhal number. When the vortex shedding frequency is nearly
coincident with a duct resonance, the vortex shedding will lock-on
to the acoustic frequency and large amplitude unsteadiness can be
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generated. The coincidence of these two frequencies is not as rare
as one would expect because there are numerous duct acoustic
resonant frequencies corresponding to different circumferential
and radial mode orders. Camp presented data from a low-speed
compressor that revealed the characteristics of these lock-on phe-
nomena, with step changes in the frequency content of the acous-
tic signal occurring as the flow rate was varied to excite acoustic
modes of different circumferential orders.

There have also been studies that show the tip clearance flow
field can exhibit periodic oscillations. Mailach et al.@8# performed
experiments in a low-speed research compressor and observed
that strong periodic interactions of the tip clearance flow occurred
for large clearances near the stall boundary. The rotating tip flow
instability exhibited a cell wavelength spanning approximately
two rotor blade pitches and propagated around the annulus at 50–
60% of the rotational speed, i.e., a strong periodic interaction
occurred between every other blade. The tip instability was found
to exhibit a broadband hump in the frequency spectrum, with the
center frequency correlated to a Strouhal number using the radial
extent of the clearance vortex as the characteristic length scale.

Lenglin and Tan@9# utilized a three-dimensional viscous CFD
analysis to demonstrate the inherently unsteady character of the
tip clearance flow in the rotor relative frame. They found that the
predicted Strouhal number of the unsteadiness based on the rotor
chord was 0.7. The fluctuating clearance flow was found to gen-
erate unsteady loading fluctuations in the tip region as large as
30% of the local value of the static pressure coefficient. Kielb
et al. @10# performed multipassage three-dimensional viscous
simulations and found that an NSV problem observed in a com-
pressor was driven by coupled suction-side vortex unsteadiness
and a tip flow instability. The simulation predicted an aerody-
namic excitation frequency in the rotor relative frame that was in
reasonable agreement with the strain gage test data. However, the
comparison of the CFD predictions with casing Kulite data were
poor, indicating either the circumferential wave speed and/or the
nodal diameter of the unsteadiness predicted by the CFD analysis
was incorrect.

This paper describes a new class of NSV problem encountered
during the development of an advanced design composite fan sta-
tor that exhibits characteristics similar to dynamic stall. A combi-
nation of factors lead to the onset of the NSV instability, including
the close aerodynamic coupling between the stator and the down-
stream front frame struts. The two fat service struts in the fan
bypass duct are found to produce significant spatial variations in
the fan stator flow field, with localized choking occurring in the
high Mach number regions of the annulus. A flow-induced aero-
dynamic instability is initiated in these high Mach number re-
gions, with interactions between the passage shock and the down-
stream separation zone leading to large amplitude periodic
unsteadiness that is the driver for the NSV problem.

Problem Background
The fan module that experienced the stator NSV problem is

shown in Fig. 1. The fan stage features a moderately swept 22
blade shroudless fan rotor, 53 full-span swept and bowed compos-
ite fan stator vanes, and a front frame assembly featuring eight
struts in both the core and bypass streams. Of the eight struts in
the downstream front frame assembly, two fat service struts are
located at top dead center~TDC! and bottom dead center~BDC!
in the bypass duct with a single fat strut in the core duct at BDC.
Notice that the front frame struts are in very close proximity to the
fan stator vanes, with the closely coupled stator-strut system being
one of many contributing factors that drive the NSV instability.

Figure 2 displays the bypass shroud static pressure measure-
ments from a subscale fan rig taken at the fan stator leading edge
plane for the 90% corrected speed peak efficiency operating point.
Note that this corrected speed corresponds to the operating point
at which the vibration problem was encountered along the nomi-
nal fan operating line during the engine tests. The two fat bypass

struts located at TDC and BDC are seen to produce a significant
static pressure variation (64% of the fan inlet total pressure!
around the annulus of the stator. Thus, the struts locally back-
pressure the bypass region of the fan stage, with the low static
pressure regions of the fan stator operating on choke-side of the
characteristic and the high static pressure regions operating on the
stall-side. Keep in mind that for any given operating point the fan
stator assembly will exhibit nominal, choke-side, and stall-side
regions due to these downstream strut effects, with the fan stator
assembly as a whole operating on the average axisymmetric de-
sign intent characteristic.

To address the source of the NSV problem, extensive develop-
ment engine testing was conducted with strain gages sensitive to
the first bending mode positioned on selected vanes at various
locations around the annulus. As more data became available it
became obvious that the highest responding vanes primarily oc-
curred in the vicinity of low static pressure~high Mach number!
regions of the fan stator assembly. Figure 3 shows typical strain-
gage time histories for the fan stator vanes as an acceleration was
performed along the nominal fan operating line. For this particular
engine test, strain gages were located on vanes 10, 16, 26, and 43.
The circumferential locations of these instrumented vanes corre-
spond to both the low and high static pressure sectors of the fan
stator assembly as shown schematically in Fig. 2. Analysis of the
strain gage data indicated that the response was nonsynchronous,
with the peak hold frequency spectrum for this time interval
shown in Fig. 4. Also notice that the vibration occurs at a distinct
frequency approximately 25% below the fundamental mode
frequency.

Extensive bench testing was performed to characterize the
structural dynamics of the fan stator assembly to help explain the
vibration frequency observed in the strain gage data. Figure 5
displays the results of acoustic ring signature~ARS! testing for a
typical fan stator vane mounted in the assembly. ARS data was
acquired for all 53 vanes in the stator assembly, with the mean
frequency 435 Hz with a 10.6 Hz standard deviation. Based on the
data, the63s vanes have frequencies of 405 Hz and 470 Hz,
respectively. Also note that very distinct modes are present in the
ARS spectrum, with even the23s vanes well above the vibration
frequency observed in the strain gage data. Similar results were
obtained from both shaker table and holography tests.

In addition, several attempts at eliminating the NSV problem
through vane composite fiber modulus and assembly boundary
condition changes aimed at raising the fundamental mode fre-
quency were also met with limited success. In fact, rigidly fixing
both the shroud and hub boundary conditions resulted in only a
modest improvement in the onset of the NSV instability~;7.5%
in corrected fan speed along the nominal operating line! even
though the fundamental mode frequency was increased nearly
75%. This indicated that frequency, and, hence, reduced fre-
quency, were not strong drivers for this particular vibration prob-

Fig. 1 Fan stage cross section
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lem. In addition, engine testing with a hub stiffening ring to raise
the assembly frequency verified that it was not a system mode of
the vane-shroud-hub assembly that was being excited.

A variable exhaust nozzle~VEN! was also used to back-
pressure the fan and map out the NSV boundary, with the onset of
the NSV response found to be a strong function of the fan oper-
ating point. During this testing the VEN was adjusted to set the
fan operating line at the desired condition and then an acceleration
was performed until either high vibratory strains were encoun-
tered or the engine interstage turbine temperature limit was
reached, at which point the speed sweep was terminated. This
process was repeated until the entire fan map had been explored
with sufficient detail to map the location of the NSV boundary.
Since the vibratory strains rose very rapidly as the instability
boundary was penetrated, the onset of the NSV instability was
defined as the fan speed at which the vibratory strain first ex-
ceeded 200min/in p-p for any of the strain gages. This strain level
was chosen because it was a strain level that exhibited both a high
signal-to-noise ratio and at the same time was low enough to

characterize incipient instability conditions. Figure 6 shows the
results of the VEN testing, with both choke- and stall-side insta-
bility zones present that converge toward the nominal operating
line and prevent operation above approximately 90% corrected
fan speed.

Additional fan stator strain gage instrumentation was also in-
cluded in the VEN test to gather information to better understand
the fan stator vibratory response characteristics. This included
mode 1~first bending! and mode 2~first torsion! dynamic strain
gages on vanes 10, 16, 26, and 43. Static strain gages capable of
measuring the mean and alternating strain were also positioned on
vanes 17 and 44 at the same location as the mode 1 dynamic
gages. These additional strain gages were used to provide infor-
mation about the phasing of the vibratory response once the NSV
instability was encountered. Figure 7 shows the strain gage time
histories for vanes 43 and 44 during the instability for a typical
speed sweep during the VEN test, with the response amplitude
highly random. Figure 8 shows a windowed time interval in which
it is seen that vanes 43 and 44 are vibrating approximately 180
degrees out of phase. Several other time intervals during the NSV
instability were also examined, and this 180 degree phase relation-
ship was always present. Review of the vane 16 and 17 strain
gage data also revealed the same 180 degree phasing.

Initially it was thought that the low material-to-air density ratio
~mass ratio! of the composite fan stator vanes may have been
leading to coupled bending-torsion mode type flutter common to
aircraft wings and composite prop fans. However, examination of

Fig. 2 Fan stator shroud static pressure wave form at 90% corrected speed peak
efficiency operating point

Fig. 3 Fan stator strain gage time histories for acceleration
along nominal operating line

Fig. 4 Fan stator vane peak hold frequency spectrum during
NSV instability
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the mode 1 and mode 2 dynamic strain gage data gave no indica-
tion of frequency coalescence for any of the speed sweeps, i.e.,
the mode 2 frequency did not drop with speed or the mode 1
frequency rise such that the two coalesced into a coupled mode
response. Thus, coupled flutter was ruled out as the root cause of
the NSV problem.

Following the VEN test it became apparent that further attempts
at eliminating the NSV problem should focus on identifying the
aerodynamic driver. Figure 9 displays results of an engine flow
visualization test at 87.5% corrected fan speed along the nominal
fan operating line just prior to the onset of the NSV instability. For
this test, yellow Fuller’s earth was injected from a tube mounted

on the inlet bellmouth screen at the engine centerline approxi-
mately 14 in. upstream of the fan spinner. Note that a horseshoe
vortex forms at the airfoil leading edge near the junction of the
vane and the hub grommet. The vortex follows the grommet in the
forward portion of the passage where the favorable suction sur-
face pressure gradient in the leading edge region forces it to re-
main close to the airfoil surface. Once the suction surface pressure
gradient becomes adverse, the vortex begins to spiral up the trail-
ing edge of the vane. This very strong secondary flow pattern is
not typical of most fan stator designs and is thought to be contrib-
uting to the onset of the NSV instability. It will be shown in the
next section that these flow structures are captured by the un-
steady CFD predictions.

Analysis Results
To identify the flow physics driving the NSV problem, unsteady

three-dimensional viscous CFD simulations of the fan stator were
performed using TURBO-AE v4.1 with a CMOTT k-« turbulence
model@11#. This code is a time-accurate three-dimensional Euler/
Navier-Stokes flow solver for axial-flow turbomachinery under
development at Mississippi State University and NASA Glenn
Research Center. A single blade passage was modeled in the un-
steady analysis, with periodic phase-lag boundary conditions used
to simulate the desired interblade phase angle for nonzero nodal
diameter patterns. This same analysis has been used very success-
fully in the past to predict the onset of stall flutter in advanced fan
blisk designs@12#. Further details of the code can be found in
Bakhle et al.@13,14#, Chen and Whitfield@15#, and Srivastava
et al. @16#.

Fig. 5 ARS spectrum for a typical fan stator vane

Fig. 6 VEN test fan stator NSV instability boundary

Fig. 7 Fan stator strain gage time histories for vanes 43 and
44 during a typical VEN speed sweep

Fig. 8 Windowed fan stator strain gage time histories display-
ing 180 degrees phasing
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The grid used for the fan stator simulations was a single block
smoothed H mesh with 122 points in the streamwise, 39 points in
the blade-to-blade, and 51 points in the spanwise direction, Fig.
10. The inlet and exit radial profiles to the stator were specified as
boundary conditions for the TURBO-AE simulations, with these
profiles determined from steady ADPAC three-dimensional vis-
cous mixing plane solutions@17# of the fan rotor-stator-strut-
splitter geometry. These multiblade row solutions were readily
available because they had been performed as part of the fan stage
aerodynamic design. Figure 10 displays an example of the stator
exit static pressure profile determined from the ADPAC solution
of the fan stage at the aerodynamic design point. Also displayed in
this figure is the static pressure profile determined from a radial
equilibrium solution of the fan stator using a cylindrical duct
downstream of the stator exit. The effect of the downstream split-
ter is very pronounced, with the radial profiles from the ADPAC
simulations providing a more realistic exit boundary condition to
the fan stator when compared to the radial equilibrium solution.

The operating conditions analyzed using TURBO-AE included
the nominal operating line as well as both choke- and stall-side
operating points at 90% corrected fan speed as shown in Fig. 11.
The intent here was to analyze operating conditions that were
tested and shown to be either stable or unstable in order to identify
and understand the phenomena driving the NSV problem. For
each operating point, the fan stator inlet and exit radial profiles
were extracted from the multiblade row ADPAC solutions and
applied as boundary conditions to the isolated vane row
TURBO-AE simulations. As both the inlet and exit boundary con-
ditions were fixed in the TURBO-AE simulations, a small amount
of shifting in the exit static pressure profile was required to match
the flow rates of the two CFD analyses. This was necessary be-
cause the two CFD codes featured different turbulence models
~Baldwin-Lomax for ADPAC and k-e for TURBO-AE!, with the
predicted fan stator loss and, hence, flow rate for a fixed exit static
pressure slightly different for the two codes.

Figure 12 displays the mass flow rate through the fan stator as

Fig. 9 Engine flow visualization test of fan stator just prior to onset of NSV insta-
bility

Fig. 10 Fan-stator CFD grid and exit profile
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a function of the static pressure adder for the choke-side operating
point. Note that shifting the exit static pressure profile simply
alters the flow rate and, hence, inlet Mach number to the stator
because the inlet flow angle is fixed as a boundary condition. Also
shown in this figure is a second-order least-squares curve fit of the
CFD predictions, with the flow rate seen to asymptote slightly
above the target flow rate. This behavior indicates that the flow
through the vane passage is on the verge of choking for this op-
erating point, with matching the flow rate to the target value criti-
cal because the flow field in the hub region is transonic. Also
notice that both the ADPAC and TURBO-AE analyses nearly fall
on top of the cycle speedline for all three operating points de-
picted in Fig. 11, indicating that both CFD analyses accurately
predict the one-dimensional performance of the fan stage. Al-
though not presented here, it was found that the TURBO-AE inlet
Mach number profiles agreed very well with the ADPAC predic-
tions once the inlet flow rate was matched in the manner just
described.

Figure 13 shows the steady mass flow convergence histories for
the stall-side, nominal, and choke-side operating points depicted
in Fig. 11. The nominal operating line and stall-side steady con-
vergence histories are flat while the choke-side solution exhibits
significant mass flow oscillations about a mean value. It was also
found that there was a critical back-pressure at which the instabil-
ity was initiated for the choke-side solutions depicted in Fig. 12.
Specifically, as the exit static pressure profile was shifted to match
the target mass flow rate, the flow field was stable up until this
critical back-pressure was reached, with large amplitude flow-
induced oscillations developing with any further reductions in

back-pressure. Additionally, the mass flow through the fan stator
passage remained nearly constant once the critical back-pressure
was reached, indicating that the fan stator was choked at this
operating condition. For both Figs. 11 and 12, the mean value of
the mass flow rate over the final cycle was used whenever oscil-
latory behavior was observed in the mass flow convergence his-
tories.

To investigate the source of the flow-induced oscillations, the
steady solutions were time-accurately marched forward and the
flow fields allowed to evolve at their own time scale while the
vanes were held rigidly fixed, i.e., the vibratory deflection was set
equal to zero in the unsteady simulations. Figure 14 shows the
unsteady mass flow convergence histories for all three operating
points using periodic boundary conditions, i.e., an interblade
phase angle of zero. Note that for the case of rigid vanes, the
interblade phase angle simply specifies the periodicity of the flow
field at the tangential boundaries of the grid because there is no
airfoil motion. For the nominal operating line and stall-side simu-
lations the flow fields remain steady as the solution is marched
forward in time. In contrast, a flow-induced instability develops
for the choke-side operating point.

It should be noted that the only difference between the steady
and unsteady TURBO-AE simulations is in the time stepping al-
gorithm employed, with local time stepping used in the steady
solution and global time stepping used in the unsteady. In fact, the
steady solution is simply obtained by marching the unsteady equa-
tions forward in time until a converged asymptotic solution is
obtained, with the time step locally different at each grid cell to
accelerate convergence. In the unsteady solution, the time step is
fixed at the same constant value for each grid cell based on the
CFL number and the flow field marched forward in time until the
solution becomes periodic, at which point it is deemed converged.
The oscillations in the steady convergence history are thus an
indication that unsteady phenomena will be present in the time-
accurate simulations.

Figure 15 displays the unsteady static pressure convergence his-
tory near mid-chord on the vane suction surface in the hub, mid-

Fig. 13 Steady mass flow convergence histories for the stall-
side, nominal, and choke-side operating points

Fig. 11 Fan stator CFD analyses points

Fig. 12 Effect of static pressure adder on flow rate
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span, and tip region of the fan stator for the choke-side operating
point. The unsteadiness is largest in the hub region of the vane and
diminishes as the tip is approached, with the pressure fluctuations
nearly sinusoidal in character and of significant magnitude~nearly
30% of the inlet total pressure in the hub region at mid-chord!.
Additionally, the frequency of the unsteadiness is 260 Hz, which
is in reasonable agreement with the vibration frequency~330 Hz!
measured in the engine strain gage tests.

Figure 16 displays the unsteady pressure envelopes for the fan
stator choke-side operating point for eight equally spaced time
instants over one periodic cycle for airfoil sections at 15%, 50%,
and 85% span. Also displayed in this figure by the bold line is the
time-average of these eight time instants. The amplitude of the
unsteady pressure fluctuations are very significant in the hub and
mid-span regions of the airfoil, with the peak-to-peak pressure
fluctuations as large as 40% of the fan inlet total pressure on the
airfoil suction surface. It will be shown that these pressure fluc-
tuations are generated by dynamic stalling phenomena triggered
by periodic shock-boundary layer interaction in the stator hub
region where the flow is transonic.

Figures 17 and 18 display the instantaneous suction surface
streaklines and static pressure contours at four equally spaced

time instants over one periodic cycle of the flow-induced un-
steadiness for the choke-side operating point. A vortical separated
flow structure is clearly visible in the hub region of the vane aft of
the suction surface shock at the second and third time instants,
with the low momentum fluid in this separation zone being swept
up the trailing edge of the vane. As time progresses the separation
zone decreases in size as the low momentum fluid is swept down-
stream. As the size of the separation zone decreases, the shock
strength increases and the shock moves aft as the boundary layer
reattaches. The shock strength continues to grow as the cycle
progresses until the boundary layer can no longer sustain the ad-
verse pressure gradient, at which point separation is again initi-
ated. As the separation zone grows in size, it pushes the shock
forward along the suction surface and the shock strength de-
creases. As the shock strength decreases, the boundary layer starts
to reattach and the cycle repeats, with these dynamic stall events
periodically repeating at a frequency of 260 Hz. These CFD snap-

Fig. 14 Unsteady mass flow convergence histories for the
stall-side, nominal, and choke-side operating points

Fig. 15 Unsteady suction surface static pressure convergence
history for the choke-side operating point

Fig. 16 Fan stator unsteady pressure envelopes for the choke-
side operating point
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shots of the instantaneous flow field correlate very well with the
engine test flow visualization patterns shown in Fig. 9 acquired
just prior to the onset of the NSV instability at 87.5% corrected
fan speed. Specifically, note the vortical flow structure in the hub
region of the airfoil suction surface predicted by the CFD analysis
is very similar to that measured during the engine flow visualiza-
tion tests.

Note that vane motion is not required to initiate the NSV insta-
bility because the vanes are rigidly fixed in the CFD simulations.
Rather, the instability is inherent to the flow field, with the flow-
induced unsteadiness driving the vane vibratory response at the
flow field frequency. Recall that the frequency of the flow-induced
unsteadiness is predicted to be significantly lower than the vane
natural frequency, with the predicted instability frequency 260 Hz
and the vane natural frequency 435 Hz. Most structures have well
defined resonant peaks in which case the flow field will lock-on to
one of the structural natural frequencies. The present fan stator
assembly, however, does not exhibit typical structural dynamics
characteristics due to the flexible nature of the composite vanes
and the manner in which they are mounted in the rubber grom-
mets. Here it is postulated that the fan stator natural frequency
drops and locks-on to the flow field frequency once the vibratory
response becomes large enough to overcome the static friction
between the fan stator vanes and grommets due to a softening of
the boundary conditions. This seems like a plausible scenario
given the highly nonlinear characteristics of the fan-stator assem-
bly and that fact that the predicted pressure fluctuations are more
than sufficient to produce structural failure of the fan stator based
on one-dimensional modal force calculations.

Also recall that the strain gage data indicated that the interblade
phasing of the vibratory response was 180 degrees, but that the
CFD simulations correspond to an interblade phase angle of zero.
Although not presented here, additional unsteady TURBO-AE

simulations were performed for an interblade phase angle of
1176.6 degrees~26 nodal diameter pattern! using phase-lag
boundary conditions. However, when analyzing nonzero inter-
blade phase angles, an iterative process was required to predict the
frequency of the flow-induced unsteadiness. Specifically, the fre-
quency of the unsteadiness had to be assumed, with this fre-
quency, and the specified interblade phase angle used to calculate
a time shift correction to the boundary conditions at the periodic
boundaries of the grid. If the predicted frequency of the flow-
induced unsteadiness differed from the assumed frequency, then
the time shift used for the phase-lag analysis was incorrect and the
analysis had to be repeated until the predicted and assumed fre-
quencies matched one another within reasonable accuracy. As the
operating point on the fan map at which the flow-induced insta-
bility was encountered were identical for both the periodic and
phase-lag simulations, the zero interblade phase angle periodic
boundary condition analysis was adopted in the redesign effort
because it did not require an iterative approach.

Although not demonstrated in these CFD simulations, one pos-
sible reason why the flow-induced instability locks-on to the 180
degree interblade phasing observed in the engine test may be due
to fluid-structure interaction effects. In particular, for large deflec-
tion amplitudes a 180 degree interblade phase angle will result in
the smallest throat area across a given vane passage over the
course of one vibration cycle. Since localized choking of the fan
stator passages drives the flow-induced instability, this out-of-
phase vibration may develop once the fan stator vanes begin to
respond to the aerodynamic excitation. Thus, future work using a
fluid-structure interaction simulation will more than likely be
needed to explain the 180 degree phasing observed in the strain
gage test data. However, for design applications the intent is to
simply avoid the instability altogether. Therefore, if it can be
stopped from developing in the first place, there is no need to
predict the nodal diameter pattern that it develops into. In fact, the

Fig. 17 Instantaneous suction surface streaklines over one
periodic cycle for the choke-side operating point

Fig. 18 Instantaneous suction surface static pressure over
one periodic cycle for the choke-side operating point
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approach outlined in this paper was successfully used to redesign
the fan stator and eliminate the source of the NSV problem using
the present CFD analysis.

Up until now no mention has been made as to how the down-
stream struts impact the onset of the flow-induced oscillations
because the test data indicated these effects were significant. One
way to look at this is to draw the analogy with the early parallel
compressor theories used to assess inlet distortion effects on stall
margin @18#. In these theories the compressor is divided into two
or more parallel compressors in which each compressor operates
with a different inlet total pressure, but discharges to the same exit
static pressure. A similar analogy can be applied to model the
circumferentially nonuniform exit static pressure variation gener-
ated by the downstream struts. Because the inlet total pressure to
the fan rotor is constant, the exit static pressure variation due to
the struts results in the fan stage locally operating on both the
choke- and stall-sides of the characteristic, depending on the cir-
cumferential location of the individual stator passages.

Recall from Fig. 2 that the two fat bypass struts impose a64%
variation in the static pressure around the annulus of the fan stator.
Figure 19 displays an estimate of how this64% variation in the
bypass exit static pressure will locally throttle the fan stage AD-
PAC solutions along the characteristic. Using the parallel com-
pressor analogy it is seen that the low static pressure regions of
the fan stator are the first passages to choke and, hence, experi-
ence the flow-induced instability. By applying the appropriate in-
let and exit boundary conditions to the computational domain, the
localized effects of the struts on the fan stator flow field can be
modeled in a relative simple fashion using only a single passage
in the unsteady simulation. A more rigorous approach would be to
perform a full annulus simulation of the fan stator in which all 53
vane passages are modeled along with the downstream struts.
However, the computational expense of such a detailed analysis
was deemed beyond the scope of the current investigation.

Additionally, the CFD analysis did not predict the onset of the
stall-side instability, with no indications of the stall-side solutions
exhibiting the same periodic flow-induced oscillations predicted
for the choke-side operating point. Attempts were made at march-
ing the steady solutions further toward the stall boundary, but
numerical convergence difficulties were encountered for all of
these higher back-pressure operating conditions. Also note that the
CFD simulations failed to predict the occurrence of the suction
surface corner tip separation evident in the engine test flow visu-
alization pictures of Fig. 9. Perhaps the stall-side instability is
driven by the dynamic characteristics of this tip separation zone,
which the CFD analysis fails to predict. Future work is
thus needed to identify the fundamental driver for the stall-side
instability.

Summary and Conclusions

A new type of nonsynchronous vibration~NSV! problem has
been observed in the development of an advanced design compos-
ite fan stator for an aircraft engine application. Extensive devel-
opment engine testing was conducted using strain gages to deter-
mine the characteristics of the vibratory response. Analysis of the
strain gage data indicated that the response was nonsynchronous
and occurred at a frequency approximately 25% below the funda-
mental bending mode frequency. A variable exhaust nozzle was
used to back-pressure the fan, with both choke- and stall-side
instability zones identified that converged toward the nominal op-
erating line placing a high-speed limit on the fan stage. Analysis
of strain gage data acquired on adjacent stator vanes during this
test indicated that the interblade phasing of the vibratory response
was approximately 180 degrees, with the response amplitude
varying in a highly random manner with time once the NSV in-
stability was encountered.

Time-accurate three-dimensional viscous CFD simulations
were performed at stable and unstable operating points on the fan
map. For the choke-side operating points corresponding to un-
stable operating conditions, a flow-induced aerodynamic instabil-
ity was identified that generated large amplitude unsteadiness of
sufficient magnitude to explain the high vibratory strains. Note
that vane motion was not required to initiate the onset of this
instability since the simulations were performed for rigid airfoils.
Rather, a flow-induced aerodynamic instability evolved at its own
time scale as the time-accurate simulations were marched forward
in time eventually reaching a periodic limit cycle oscillation, with
the predicted instability frequency in reasonable agreement with
the strain gage data. The flow-induced aerodynamic instability
shared many characteristics similar to dynamic stall, with periodic
shock oscillations generating large amplitude unsteadiness due the
periodic growth and collapse of a separation zone in the hub re-
gion of the fan stator. Furthermore, the instability was only initi-
ated once the flow through the vane passage was on the verge of
choking, with any further reductions in back-pressure resulting in
large amplitude flow-induced oscillations.

An explanation of why the downstream struts exasperated the
onset of the flow-induced instability was given through the use of
a parallel compressor analogy similar to that used for inlet distor-
tion problems. Specifically, the fan stage exit static pressure varia-
tion around the annulus generated by the two fat service struts in
the downstream bypass duct caused the fan stage to operate on the
choke-side of the characteristic in the low static pressure regions
and on the stall-side for the high static pressure regions of the
annulus. This explained why the low static pressure sectors of the
fan stator assembly were the ones that experienced the highest
vibratory strains, with these sectors of the fan stage becoming the
first to choke. On a similar note, the nominal~design intent! pas-
sages were not predicted to exhibit the flow-induced instability
because they had an adequate choke margin.

In summary, a new analysis procedure has been presented in
which an unsteady CFD solver originally developed for flutter and
forced response applications has been used to predict the onset of
a flow-induced aerodynamic instability driving an NSV problem.
Unfortunately, the CFD analysis was not capable of predicting the
onset of the stall-side instability observed in the development en-
gine test, with future work needed to understand the driving flow
physics in this flow regime. Nevertheless, the CFD simulations
presented in this paper highlight how high-fidelity CFD simula-
tions can be used to predict a new class of turbomachinery vibra-
tion problem. Although results were not presented in this paper,
this new analysis capability has been used to successfully redesign
the fan stator to eliminate the source of the NSV problem, which
only confirms the hypothesis set forward in this paper regarding
the driving flow physics.

Fig. 19 Parallel compressor analogy of downstream strut ef-
fects on fan stage performance
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